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Abstract  
Instructional technologies can be effective tools to foster student engagement, but university fac-
ulty may be reluctant to integrate innovative and evidence-based modern learning technologies 
into instruction.  Based on Rogers’ diffusion of innovation theory, this quantitative, nonexperi-
mental, one-shot cross-sectional survey determined what attributes of innovation (relative ad-
vantage, compatibility, complexity, trialability, and observability) predict the probability of facul-
ty adopting the audience response system (ARS) into instruction.  The sample of the study con-
sisted of 201 faculty at a university in the southeastern United States.  Binary logistic regression 
analysis was used to determine the attributes of innovation that predict the probability of faculty 
adopting the ARS into instruction.  Out of the five attributes, compatibility and trialability made 
significant contributions to the model.  The implication of the findings is that, in order to maxim-
ize adoption, the faculty needs to be given the opportunity to pre-test the ARS prior to implemen-
tation, and they need to know how the technology will assist them in achieving their pedagogical 
goals.  Recommendations were made to leverage these attributes to foster faculty adoption of the 
ARS into instruction.  
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Introduction 
The advancement of technology and telecommunication shapes every aspect of modern life in-
cluding the way individuals socialize, play, work, and learn.  Students are inundated with digital 
technologies, such as computers, tablets, video games, digital media players, smartphones, and 

other gadgets of the digital age (Frand, 2006).  It is 
not surprising that students are eager to incorporate 
technologies to enhance their educational experi-
ence (Van De Werf & Sabatier, 2009).  Researchers 
suggested that current and future students envision 
roles of emerging technologies in education differ-
ently than previous generations (Prensky, 2001; 
Project Tomorrow, 2011).  New generations of stu-
dents anticipate emerging instructional technologies 
to help create a new learning environment to engage 
them in contextually based contents (Frand, 2006; 
Project Tomorrow, 2014).  On the contrary, the ed-
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ucational innovations that faculty have accepted and consistently employed are primarily limited 
to PowerPoint slideshows and course management systems adopted by their institutions (Da-
vidson & Goldberg, 2010).  In fact, it is well-documented that educators do not make effective 
use of instructional technologies (Bauer & Kenton, 2005; Bingimals, 2009; Ertmer, Ottenbreit-
Leftwich, Sadik, Sendurur, Sendurur, 2012; Gautreau, 2011; Hixon & Buckemeyer, 2009; 
Keengwe & Kang, 2012; Levin & Wadmany, 2008; Nichols, 2008; Schneckenberg, 2009).  
Bingimals (2009) conducted a meta-analysis of the literature on the perceived barriers to technol-
ogy adoption, particularly in science education.  The findings revealed various inter-related fac-
tors, from the teachers’ lack of competencies in problem-solving technical issues to their failure 
of leveraging the strengths of instructional technologies (Bingimals, 2009).  However, Bingimals 
(2009) was unable to sort out the complex relationships among the identified barriers because of 
their interdependent nature.  

Based on current evidence, instructional technology can be an efficient tool to foster student 
learning (Bernard, Borokhovski, Schmid, Tamim, & Abrami, 2014; Lai, Khaddage, & Knezek, 
2013).  However, it cannot be effective if educators are not using technologies conscientiously 
and judiciously as an integral part of an instructional delivery system to facilitate teaching and 
learning (Tamim, Bernard, Borokhovski, Abrami, & Schmid, 2011).  Tamim et al. (2011) con-
ducted a second-order meta-analysis that revealed significant positive effects with small to mod-
erate effect size on students’ achievement favoring the utilization of instructional technologies.  
These included, but were not limited to, computer assisted instruction, computer-based instruc-
tion, and digital media over instructions that were more traditional.  Based on the positive evi-
dence in the literature and encouraged through national accreditation standard on technology use 
(Southern Association of Colleges and Schools [SACS], 2012), universities have begun to invest 
in various instructional technologies.  However, the decision to adopt any technology into 
coursework usually rests with the faculty who are teaching the courses (Ertmer et al., 2012).  This 
unintentional approach to the integration of instructional technologies may have contributed to 
the inconsistencies in adoption.  Researchers have suggested that this problem exists in educa-
tional settings throughout the United States (Bauer & Kenton, 2005; Keengwe, Onchwari, & 
Wachira, 2008; Schneckenberg, 2009).  In order to target the supports, training, and resources 
necessary for successful adoption of instructional technology, it is important to identify the fac-
tors influencing faculty adoption of instructional technology in the teaching and learning process 
(Bingimals, 2009).  Therefore, the purpose of the study was to determine what attributes of inno-
vation (relative advantage, compatibility, complexity, trialability, and observability) predict the 
probability of faculty adopting the Audience Response System (ARS) into instruction.   

Innovation Diffusion Model  
The present study applied Rogers’s (2003) innovation diffusion model to a specific instructional 
technology, the ARS.  The model for diffusion of innovation developed by Rogers in 1962 is a 
well-studied framework, which has since formed the basis of many studies in the field of instruc-
tional technology (Rogers, 2003).  Concisely, the diffusion of innovations is a theory that ex-
plains how, why, and at what rate new ideas and technology spread through societies.  The per-
ception of innovations by potential adopters forms the cornerstone of Rogers’s (2003) diffusion 
theory.  He describes the characteristics of innovation in terms of its perceived attributes, which 
are relative advantage, compatibility, complexity, trialability, and observability.  According to 
Rogers (2003), the differences in the perception of these attributes by the individuals contribute to 
the different rates of adoption among individuals.  Therefore, it is important to understand the 
effects of attributes on any innovations as they influence the adoption decisions of the potential 
adopters.  Relative advantage represents the degree to which an adopter perceives an innovation 
as being better than its precursor.  Compatibility represents the degree to which an adopter per-
ceives an innovation as being consistent with the existing values, needs, and experiences of po-
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tential adopters.  Complexity represents the degree to which an adopter perceives an innovation 
as being difficult to use.  Observability represents the degree to which the effects of using an in-
novation are visible to others.  Finally, trialability is the attribute that represents the degree to 
which an innovation might be experimented with before adoption (Rogers, 2003). 

According to Rogers (1995), “the perceived attributes of an innovation are one important expla-
nation of the rate of adoption of an innovation” (p. 206).  He theorizes that individuals or a social 
unit will adopt an innovation if they perceive it to have particular attributes.  Specifically, innova-
tions that potential adopters perceive to have more relative advantage, compatibility, trialability, 
observability, and less complexity are likely to be adopted more rapidly (Rogers, 2003).  Among 
these five attributes, relative advantage, compatibility, and complexity seem to be the most influ-
ential in affecting decision making by adopting individuals (Huang, 2012; Rogers, 1995, 2003; 
Sultan & Chan, 2000).   

Audience Response System (ARS) 
An Audience Response System is a combination of computer software and hardware designed to 
present questions, record responses, and to provide feedback to the audiences.  The hardware as-
pect of the system consists of a radio receiver that plugs into the presenter’s computer and the 
audience’s remote clickers.  The software aspect of the system consists of the driver for the re-
ceiver and the software add-in that enhances functions to the PowerPoint software on the present-
er’s computer.  The add-in allows the presenter to create questions and receive data from the au-
dience’s clickers using Microsoft PowerPoint, which is widely used and technically supported in 
academic settings.  Instead of the radio receiver and remote clickers, the latest ARS is internet-
based and works with the students’ smartphones, laptops, and tablets. The question types used 
with the ARS may include multiple choice, true or false, numeric, ordering, and even short an-
swer depending on the capabilities of specific ARSs.  The instructor displays the questions on the 
projection screen using the PowerPoint software, and the audiences respond by entering their an-
swers using the remote clickers.  The ARS appears in the literature under different names, some 
examples of which are classroom response system (CRS), student response system (SRS), clicker, 
and classroom polling system.  These commercially available systems are remarkably similar in 
function (Kay & LeSage, 2009).  The technology behind ARS is easy to navigate and requires 
only an intermediate level of computer skills, which allows the educator to focus on pedagogy, 
rather than on the technology itself (Efstathiou & Bailey, 2012). 

Research has demonstrated that ARSs can be a promising pedagogical tool in the classrooms.  
There was substantial evidence to suggest that higher education students were very positive to-
ward the use of ARSs (Fies & Marshall, 2006; Guse & Zobitz, 2011; Heaslip, Donovan, & Cul-
len, 2014; Laxman, 2011; Oigara & Keengwe, 2013; Simpson & Oliver, 2007; Vaterlans, Beck-
ert, Fauth, & Teemant, 2012).  Students reported that they were more interested, engaged, and 
attentive when an ARS was used during lectures (Preszler, Dawe, Shuster, & Shuster, 2007; 
Simpson & Oliver, 2007).  Students also reported that the use of ARSs encouraged class engage-
ment and student–faculty exchange, reinforced key concepts, challenged metacognition, and vali-
dated student comprehension, as the discussion of answer choices was beneficial to support learn-
ing (Laxman, 2011; Lee & Dapremont, 2012; Revell & McCurry, 2010; Russell, McWilliams, 
Chasen, & Farley, 2011).  According to current studies, one of the key benefits of using an ARS 
was the ability to obtain accurate real-time assessment of class understanding, and instruction 
could be modified contingent upon student assessment gathered at strategic points within a lec-
ture (Efstathiou & Bailey, 2012; Heaslip, 2014).  If the majority of students failed to grasp the 
concept, an experienced instructor could offer alternative explanations of the concept in question 
(Caldwell, 2007; Draper & Brown, 2004).  
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In addition to the aforementioned benefits, a number of researchers discovered that when instruc-
tors employed ARS to facilitate the pedagogical strategy of peer instruction, the quantity and 
quality of class discussions improved (Brewer, 2004; Draper & Brown, 2004).  Peer instruction 
could be used in conjunction with an ARS when an instructor presents a question using the ARS, 
and then collects and shares student responses with the class without providing the correct an-
swer.  Subsequently, the class would be instructed to discuss possible solutions based on the stu-
dent responses provided by the ARS.  After the initial class discussion, the instructor could pre-
sent the refined solutions to the class to stimulate further discussions (Brewer, 2004; Draper & 
Brown, 2004).  In essence, using an ARS could potentially change a static, one-way transmission 
of information into a dynamic and student-centered learning experience (Martyn, 2007).  The lit-
erature emphasized that the implementation of appropriate pedagogical strategies in combination 
with the use of ARS could ultimately influence student success by encouraging active participa-
tion and improving attentiveness and retention (Kay & LeSage, 2009; Simpson & Oliver, 2007; 
Vaterlans et al., 2012). 

Method 
Research Design and Approach 
This research was a quantitative, nonexperimental, one-shot cross-sectional study in which partic-
ipants provided survey data at one point in time regarding their perception of the theoretical at-
tributes of innovation, and linked these to their propensity of adopting ARS into instruction.  A 
predictive design was implemented to determine the attributes of innovation that would predict 
faculty adopting ARS into instruction.  

Setting and Sample 
The research site for this study was a nonprofit, private university located in the southeastern 
United States, which employed approximately 600 full and part-time faculty members.  The sta-
tistical analysis method, logistic regression, was used to establish the requirements for the sample 
size.  The formula applied to determine sample size was N = 10 k/p, where k is the number of 
independent variables,  p is the smallest of the proportions of negative or positive cases in the 
population, and N is the minimum number of cases to include in the study (Peduzzi, Concato, 
Kemper, Holford, & Feinstein, 1996). 

In this study, there were five predictor or independent variables to include in the model, and the 
proportion of positive cases was estimated to be 0.25, or 25%.  According to the formula above, 
the minimum number of cases required was 200.  Based on approximately 600 full and part-time 
faculty with a 30% to 40% response rate (Lodico, Spaulding, & Voegtle, 2010), 180 to 240 cases 
were needed for analysis.  Therefore, this study included all 600 accessible faculty who met the 
inclusion criteria.  Study participants were full-time, part-time, or adjunct faculty members, who 
had active teaching appointments at the university.  The faculty administrators who did not have 
active teaching appointments and faculty members who taught online were excluded from the 
study.  Participation in this project was strictly voluntary.   

Instrumentation and Materials 
The research instrument for the study was adapted and modified from an instrument developed by 
Moore and Benbasat (1991), which measured the perceptions of office workers adopting an in-
formation technology innovation based on the attributes of innovation developed by Rogers 
(2003).  The instrument had good construct and content validity as well as reliability.  The aver-
age value of the reliability coefficient for the five attributes was 0.83.  The Kappa scores were 
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also correspondingly high, with an average 0.82, which indicated good inter-rater reliability 
(Moore & Benbasat, 1991).   

Minor modifications were made to the Moore and Benbasat instrument to reflect the purpose of 
this study, which was to test the attributes of innovation in the context of adopting ARS into in-
struction in higher education.  Moore and Benbasat (1991) expanded upon Rogers’s (2003) origi-
nal five attributes of innovations to include two additional untested attributes: voluntariness and 
image.  These two attributes were out of the scope of the current study; therefore, the associated 
questions were removed.  Moore and Benbasat, (1991) did not define the term adoption; there-
fore, the term, adoption, was defined based on Rogers’s (2003) diffusion of innovations model.  
For the purpose of this study, an adopter is a faculty member who has made the decision to make 
use of ARS in his or her teaching when the use of it is deemed appropriate; therefore, an adopter 
was not necessarily a current user of the technology.   

The first part of the revised instrument consisted of ten demographic questions, which collected 
data on the relevant characteristics of the population in the context of a higher education setting.  
The second part sought information regarding faculty’s perceived attributes of the innovation and 
their adoption of the ARS.  The faculty’s perception of the attributes of innovations (relative ad-
vantage, compatibility, complexity, observability, and trialability) were measured on a seven-
point Likert scale ranging from 1-strongly disagree to 7-strongly agree.  The instrument was pi-
lot-tested to verify its face and content validity.  Five faculty members from the Department of 
Mathematics and Computer Science were selected based on their expertise in the context of in-
structional technology.  The purpose of the pilot study was to provide information concerning 
errors, ambiguities, and clarity of the survey questions, and to identify any issue of content validi-
ty.  

Data Collection 
The data collection process began after the approval from the Institutional Review Board (IRB).  
The survey was disseminated by email to all faculty in the research site.  The email consisted of 
the cover letter, instructions, and weblink to the survey instrument.  The participants gave their 
consents by completing and submitting the web-based survey.  The survey instrument was hosted 
using SurveyMonkey (www.surveymonkey.com) for its flexibility, convenience, and accessibil-
ity.  In order to protect participant privacy and confidentiality, the researcher did not ask or record 
the participants’ identifications.  The sensitive demographic information, such as age and years 
taught in the current department, was collected using categorical scales to decrease the likelihood 
that participants be easily identified by the demographic data.  A follow-up email reminder was 
sent to all participants after two weeks.  The same procedure was repeated twice until 200 partici-
pants completed the survey. 

Results 
Prior to data analysis, the negatively keyed items on the instrument were reversed scored because 
reverse-scoring the negatively-keyed items ensured that all of the items in the survey were con-
sistent with each other in terms of the levels of agreement the scores implied.  The validity and 
reliability of the instrument were reexamined because of the minor modifications made to the 
original instrument. 

Although the results of the pilot study had confirmed the content validity of the instrument, it was 
beneficial to assess the degree to which the data met the expected structure as discussed by Moore 
and Benbasat (1991).  The dimension reduction function in SPSS was used to conduct an explora-
tory factor analysis on the data.  The results of the analysis revealed that the items generally load-
ed on the correct factors.  According to Moore and Benbasat (1991), relative advantage and com-
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patibility did not emerge as separate factors in their original instrument.  Although conceptually 
different, these two attributes might have a causal relationship to each other.  For example, it 
would be unlikely that the respondents perceived the advantages of using certain innovation if its 
use were perceived as incompatible with their experiences.  Therefore, four factors, instead of 
five, were used in the analysis.  The exploratory factor analysis using principal axis component 
extraction with the Promax rotation revealed that all but three items loaded on their corresponding 
factors.  The three problematic items were removed from further analysis.  After dropping the 
three items, the factor analysis was recalculated to confirm correct loading of the factors.  The 
Barlett test of sphericity for the attributes was significant (p < 0.000) and the Kaiser-Olkin meas-
ure of sample adequacy (KMO) for the attributes was adequate (KMO = 0.927).  These tests met 
the standards for the appropriateness of factor analysis.  The variance explained for the factors 
was 77.08%.  Factor loading of the attributes was well above acceptable value of 0.4 (Stevens, 
1992).  These results of the factor analysis were similar to the research framework shown in the 
study reported by Moore and Benbasat (1991).  Thus, the instrument retained its construct validi-
ty despite the minor modifications.  Cronbach’s alpha values were calculated for each of the at-
tribute, which confirmed that the instrument exhibited good reliability.  All alpha values were 
more than 0.8, which indicated high internal consistency among the items listed under each at-
tribute thereby indicating acceptable levels of reliability.    

Demographics of the Sample 
The demographic data, which are categorical in nature, were analyzed using descriptive statistics.  
Demographic information was used to confirm participants met the inclusion criteria for the re-
search study and to summarize the participants overall characteristics.  Out of the 204 faculty 
members, who participated in the study, three did not meet the inclusion criteria; therefore, they 
were excluded from the study.  The data provided by the remaining 201 faculty were included in 
the analysis.  The response rate was 34%, which was similar to what was expected in internal 
surveys (Lodico et al., 2010).  The minimum number of cases required for conducting binary lo-
gistic analysis on the five predictor variables was met.  

Of the 201 respondents, 118 (58.7%) were female.  The majority of respondents were between 45 
and 64 years old.  Actually, 60 (29.9%) of them were between 45 and 54 years old, and 67 
(33.3%) of them were between 55 and 64 years old.  As for employment status, 178 (88.6%) of 
the respondents were full-time educators.  More than three-quarter (79.1%) of the respondents (n 
= 159) held a doctoral degree.  One hundred and seventy-eight (88.6%) respondents were full-
time faculty.  The majority of faculty in the study held either the academic rank of assistant pro-
fessor (44.8%) or associate professor (28.9%).  Twenty-nine (14%) of the 201 respondents held 
the rank of instructor while twenty-four (11.9%) held the rank of full professor.  About half 
(52.2%) of the 201 respondents had more than ten years of experience teaching at the university 
level (n = 105), spanning from 10 to 40 years. 

In the demographic profile section of the survey, two questions concerning the adoption of in-
structional technology were asked: (a) At this time, do you consider yourself an adopter of the 
ARS?  (b) Which of the following statements best describes your disposition toward the adoption 
of change?  The data showed that 37 (18.4%) of the 201 respondents considered themselves an 
adopter of the ARS.  Out of the 37 respondents, who considered themselves adopters of the ARS, 
24 of them were female (64.9%) and 13 of them were male (35.1%).  Similarly, out of the 164 
respondents who considered themselves non-adopter of the ARS, 94 of them were female 
(57.3%), and 70 of them were male (42.7%).  A Chi-square test of independence using the cross-
tab function was conducted in SPSS to examine the relation between gender and the adoption of 
ARS.  The result was insignificant, (X2 (1) = 0.79, p > .05).  
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Measurement of Attributes of Innovation 
The mean scores of the predictor variables of relative advantage, compatibility, complexity, 
trialability, and observability were analyzed using logistic regression in an attempt to answer the 
research question: What attributes of innovation (relative advantage, compatibility, complexity, 
trialability, and observability) predict the  probability of  faculty adopting ARS into instruction?   

The basic purpose of binary logistic regression is to explore the influence of multiple independent 
variables on a binary outcome of interest.  Similar to other inferential statistics, binary logistic 
regression has a few assumptions that must be met to produce reliable results (Long, 1997).  In a 
Logistic Regression model, there is an assumption on the degree of collinearity among predictor 
variables.  The term collinearity implies that two variables are near perfect linear combinations of 
one another.  When more than two variables are involved, it is often called multicollinearity, alt-
hough the two terms are often used interchangeably (Dormann et al., 2013).  Multicollinearity is 
the undesirable situation when the correlations among the independent variables are strong.  In 
other words, when predictor variables are too highly related, multicollinearity exists.  The prima-
ry concern is that as the degree of multicollinearity increases, the regression model estimates of 
the coefficients become unstable, and the standard errors for the coefficients can get very inflated 
(Dormann et al., 2013).   

Computing the bivariate correlation for all measured variables is one of the practices to screen for 
multicollinearity.  According to Katz (2011), the threshold of correlation coefficient between pre-
dictor variables,   r > 0.85 is an appropriate predictor for collinearity, when it begins to severely 
distort model estimation and subsequent prediction (p. 90).  As shown in Table 1, the predictor 
variables each represented an independent measure of the model showing no major concern of 
multicollinearity.   

Table 1: Correlation Coefficients for the Predictor Variables 
 Relative 

Advantage 
Compatibility Complexity Observability Trialability 

Relative Ad-
vantage 1 .829** .605** .569** .483** 

Compatibility  1 -.588** .643** .539** 
Complexity   1 -.541** .560** 
Observability    1 .584** 
Trialability     1 
Note.  Correlation is significant at the 0.01 level (2-tailed) **p < .01. 

 

Unfortunately, even if all correlations in the matrix are less than the threshold, this is no guaran-
tee of not having a problem with multicollinearity.  A major reason that the correlation matrix is 
inadequate for assessing collinearity is that a correlation matrix only provides information on the 
relationship between two variables.  Katz (2011) suggested using the collinearity diagnostic rou-
tine in the linear regression program for calculating tolerance and variance inflation factor.  SPSS 
(version 21) was used to calculate the variable tolerance and variance inflation factor (VIF) val-
ues for each predictor variable as a check for multicollinearity.  If the variable tolerance is less 
than 0.1, or the VIF value is greater than 10, then there is a concern of multicollinearity.  The re-
sults of collinearity diagnostic corroborated with the findings in the correlation matrix, which in-
dicated that multicollinearity was not a concern (complexity, tolerance = .53, VIF = 1.91; observ-
ability, tolerance = .50, VIF = 2.01; trialability, tolerance = .56, VIF = 1.78; relative advantage, 
tolerance = 0.29, VIF = 3.4; compatibility, tolerance = .26, VIF = 3.80). 



Predicting the Probability for Adopting an ARS 

402 

Hypothesis Testing 
For this study, it was hypothesized that the attributes of innovation (relative advantage, compati-
bility, complexity, trialability, and observability) predict the probability of faculty adopting ARS 
into instruction.  The null hypothesis was therefore defined as the following: The attributes of 
innovation (relative advantage, compatibility, complexity, trialability, and observability) do not 
significantly predict the probability of faculty adopting ARS into instruction.  The hypothesis was 
tested by the means of binary logistic regression analysis. 

The preliminary analysis of logistic regression involved evaluating the logistic model against the 
constant only model. Results of the analysis revealed that the constant only model suggested that 
if nothing was known about the predictor variables, one might guess a faculty member is a non-
adopter and be correct 81.6% of the time.  By adding the predictor variables, the full model was 
able to predict with an overall 92% accuracy (Table 2).  The logistic model was good. The next 
steps evaluated significance and model fit. 

Table 2: Binary Logistic Regression Classification of the Full Model  
Including the Five Attributes 

 

Observed 

Predicted 

 Adoption of ARS 

Percentage Correct  Adopter Non-adopter 

Step 1 Adoption of ARS Adopter 25 12 67.6 

Non-adopter 4 160 97.6 

Overall Percentage   92.0 
a. The cut value is .500 

The model coefficient of the omnibus tests of model coefficients provides a measure of how well 
the model fits.  The test of the full model, which includes all five predictor variables (relative ad-
vantage, compatibility, complexity, trialability, and observability), against a constant only model, 
was statistically significant, X2(5) =   80.544, p < .000); therefore, the null hypothesis, which 
states that the model does not make a good prediction of the dependent variable, was rejected and 
the alternative hypothesis, which states that the model makes a good  prediction of the dependent 
variable, was accepted. In addition, the Nagelkerke’s R2 of .537 indicated a moderately strong 
relationship between predictions and grouping, which shows a well-fitted model.  These findings 
were further supported by the results of the Hosmer-Lemeshow goodness-of-fit test, which con-
firmed the model fit the data.  The results, X² (8) = 10.26, p = .25, revealed the computed chi-
square statistics comparing observed frequencies with expected frequencies were non-significant, 
indicating the model is a good fit and fairly well predictive of the data.  The case-wise listing of 
residuals did not reveal any case that did not fit the model well; therefore, the presence of outliers 
was not a concern.  Together, these inferential statistics provided unanimous evidence supporting 
that the binary regression model, which included all the predictor variables (relative advantage, 
compatibility, complexity, trialability, and observability) fitted the data and the model significant-
ly predicted the probability of faculty adopting ARS into instruction. 

As shown in Table 3, the inferential binary logistical analysis examined the statistical significance 
of individual regression coefficients.  Each respondent’s answer to the items under each attribute 
was scored by calculating the means for each of the five attribute variables.  Using the mean scale 
scores of the predictor variables, the binary logistic regression computation revealed that compat-
ibility (p = .023) and trialability (p = .005) were statistically significant variables to predict the 
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adoption of ARS into instruction.  The odds ratio Exp(B) for compatibility (2.45) and trialability 
(1.57) predicted that as faculty’s perception of compatibility of ARS increased one unit, the odds 
of adoption increased by 2.5 times.  The odds ratio for trialability (1.57) predicted that as facul-
ty’s perception of trialability increased one unit, the odds of adoption increased by 1.6 times.  In 
other words, individually, the constructs of compatibility and trialability were significant predic-
tors of faculty’s adoption of ARS (p < .05). 

Table 3: Binary Logistic Regression Analysis of Innovation Diffusion Model 
Attributes Based on the Respondents’ Adoption Decisions 

 B S.E. Wald df p Exp(B) 95% C.I. for EXP(B) 
Lower Upper 

Relative Advantage .356 .384 .859 1 .354 1.427 .673 3.028 
Compatibility .895 .393 5.185 1 .023* 2.447 1.133 5.285 
Complexity -.270 .255 1.119 1 .290 .764 .463 1.259 
Observability -.154 .312 .243 1 .622 0.857 .465 1.580 
Trialability .452 .161 7.859 1 .005* 1.572 1.146 2.156 

Note.  The binary dependent variable in this analysis is the answer (yes or no) to the sur-
vey question: At this time, do you consider yourself an adopter of the ARS?  *p < .05 

Discussion 
This study examined factors influencing the adoption of ARS using the concept of perceived at-
tributes described in Rogers’s diffusion of innovation theory (Rogers, 2003).  Based on data col-
lected, this theory was used to explain the adoption decision of ARS by the faculty in a local uni-
versity. 

The significant findings were supported by the literature.  For example, the studies by Banerjee, 
Wei, and Ma (2010), Hsbollah and Idris (2009), and Martins, Steil, and Todesco, (2004) found 
trialability was the most significant variable that influenced technology innovation adoption.  
Similarly, He, Duan, Fu, and Li (2006) found compatibility as the most significant predictor for 
the adoption of online e-payment in Chinese companies.  Thus, the implication of these findings 
suggests that faculty need to be given the opportunity to pre-test the ARS prior to implementa-
tion.  Trialability is the degree to which the faculty can test the technology before deciding 
whether to adopt it.  The greater the opportunity to try a new technology, the easier it is for the 
faculty to evaluate it and ultimately adopt it (Rogers, 2003).  However, trialability can be a chal-
lenge because testing with new technology may require the faculty to make substantial invest-
ments of time and effort before they can begin to experience the benefits.  In addition, the percep-
tion of compatibility of ARS with existing instructional materials was considered an important 
factor affecting adoption as well.  Compatibility is the degree to which the faculty perceives an 
innovation as being consistent with their existing values, needs, and experiences.  The faculty 
needs to know how the technology will assist them in achieving their pedagogical goals.  The 
faculty should be given the opportunity and support to exploit the instructional technology fully.  

Although Roger’s (2003) diffusion of innovation theory was developed to predict adoption of 
innovations according to potential adopters’ perceptions of an innovation, the predictive power of 
each innovation attribute may vary with the nature of the innovation being studied and the context 
of the application.  Therefore, the results of the study may only be applicable to ARS.  It would 
be interesting to see if the attributes of compatibility and trialability remain the best predictors for 
the adoption of other type of instructional technologies.  The perspective of this study was limited 
by surveying only the faculty at a local university.  In order to have a more holistic view of the 
problem, future studies are recommended to explore different perspectives from other stakehold-
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ers who contribute to the process that may lead to the adoption of instructional technology.  For 
example, it would be interesting to see if the students’ perceived attributes of ARS are different 
from those of the faculty’s perceived attributes.  It is also interesting to examine the effects of 
ARS on students’ academic performance across multiple disciplines. 
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