
 

Volume 24, 2015 

Accepting Editor Fariza Khalid│ Received: September 10, 2024│Revised: November 27, December 23, 2024│ 
Accepted: February 7, 2025.  
Cite as: Chong, K. T., Ibrahim, N., Huspi, S. H., Wan Kadir, W. H. N., & Isa, M. A. (2025). A systematic re-
view of machine learning techniques for predicting student engagement in higher education online learning. 
Journal of Information Technology Education: Research, 24, Article 5. https://doi.org/10.28945/5456  

(CC BY-NC 4.0) This article is licensed to you under a Creative Commons Attribution-NonCommercial 4.0 International 
License. When you copy and redistribute this paper in full or in part, you need to provide proper attribution to it to ensure 
that others can later locate this work (and to ensure that others do not accuse you of plagiarism). You may (and we encour-
age you to) adapt, remix, transform, and build upon the material for any non-commercial purposes. This license does not 
permit you to use this material for commercial purposes. 

A SYSTEMATIC REVIEW OF MACHINE LEARNING 
TECHNIQUES FOR PREDICTING STUDENT ENGAGEMENT 

IN HIGHER EDUCATION ONLINE LEARNING 
Ke Ting Chong * Faculty of Computing, Universiti 

Teknologi Malaysia, Skudai, Johor, 
Malaysia 

keting.phd@gmail.com 
keting-1997@graduate.utm.my 

Noraini Ibrahim Faculty of Computing, Universiti 
Teknologi Malaysia, Skudai, Johor, 
Malaysia 

noraini_ib@utm.my 

Sharin Hazlin Huspi Faculty of Computing, Universiti 
Teknologi Malaysia, Skudai, Johor, 
Malaysia 

sharin@utm.my 

Wan Mohd Nasir Wan 
Kadir 

Faculty of Computing, Universiti 
Teknologi Malaysia, Skudai, Johor, 
Malaysia 

wnasir@utm.my 

Mohd Adham Isa Faculty of Computing, Universiti 
Teknologi Malaysia, Skudai, Johor, 
Malaysia 

mohdadham@utm.my 

* Corresponding author 

ABSTRACT 
Aim/Purpose The purpose of this study is to review and categorize current trends in student 

engagement and performance prediction using machine learning techniques 
during online learning in higher education. The goal is to gain a better under-
standing of student engagement prediction research that is important for cur-
rent educational planning and development. However, implementing machine 
learning approaches in student engagement studies is still very limited. 

Background The rise of online learning during and after COVID-19 has created new 
difficulties for students’ engagement and academic achievements. Lecturers’ 
manual monitoring and supporting of students are inadequate online, leading to 
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disengagement and performance challenges that may be very difficult to notice. 
Machine learning has great potential to provide an accurate prognosis of 
students’ engagement and outcomes to make early interventions possible. 
Nevertheless, the current knowledge deficit is in the systematic presentation of 
trends and insights concerning the utilization of these approaches in higher 
education online learning, especially with a focus on student engagement 
research. This research fills a crucial void by explaining and analyzing current 
trends in machine learning-based prediction models to enhance the quality and 
efficiency of an online learning system. 

Methodology This research examines the existing literature on the application of machine 
learning, which allows computers to learn from data and improve their perfor-
mance for early identification of student engagement and academic perfor-
mance in higher education during online learning. The PICOC protocol was im-
plemented to guide the search process and define the relevant keywords aligned 
with the research questions. Based on the PRISMA framework, a structured ap-
proach is adopted to identify and select studies to screen and extract the rele-
vant papers from the database. Meta-analysis was adopted in data analysis 
whereby studies are combined and evaluated to provide insights into machine 
learning techniques’ effectiveness in student engagement and academic perfor-
mance research. 

Contribution This paper aims to present the current trends in predicting student engagement 
and academic achievement by applying machine learning approaches with a fo-
cus on their relevance in the context of online learning. It defines challenges 
that emerge with an interpretation of the extent of student engagement, which 
include the absence of consensus on levels of student engagement that hampers 
the use of explainable artificial intelligence – approaches that make training of 
machine learning models more logical, understandable and easily interpretable 
by lecturers. The finding points to the fact that through the prediction models, 
lecturers are enabled to recognize disengaged students early and foster their 
needs towards learning, providing direction toward more customized and effec-
tive online learning. 

Findings A total of 96 primary studies have been identified and included in this system-
atic review. It is important to highlight the relevance of classification machine 
learning methods that are implemented in 88.60% of papers, while clustering 
methods are only employed in 15.19% of studies. Furthermore, the review 
shows that most research focuses on student performance prediction (82.28%) 
compared to student engagement level prediction (12.66%). Besides, student 
engagement datasets are used in 92.14% of studies, emphasizing student en-
gagement’s popularity in educational prediction research. Moreover, classifica-
tion machine learning methods are more prevalent in educational prediction re-
search. In contrast, classification methods for student engagement research are 
still limited due to challenges in constructing consistent engagement levels. 

Recommendations  
for Practitioners 

Lecturers need to occasionally assess student engagement levels during online 
learning to identify students who are left out and take immediate planning and 
action to encourage the student to engage during online learning. The syllabus 
designer should observe the students’ engagement level during online learning 
to plan the course content that can attract and engage the students. Students’ 
engagement during online learning can ensure their academic success and pre-
vent them from dropping out. 



Chong, Ibrahim, Huspi, Wan Kadir, & Isa 

3 

Recommendations  
for Researchers  

Researchers should focus on defining the consensus on differentiating student 
engagement levels and implementing more explainable AI to enhance the inter-
pretability and transparency of student engagement level predictive models. Re-
searchers should enhance educational predictive models’ explainability, trans-
parency, and accuracy by addressing issues brought about by feature selection, 
resampling techniques, and hyperparameter tuning. 

Impact on Society The study highlights the growing importance of understanding student engage-
ment through digital footprints, which can support personalized learning experi-
ences and provide better educational outcomes. The efficient predictive models 
on student engagement can improve the effectiveness of higher education sys-
tems, benefiting students and institutions. 

Future Research The challenges of current computational methods need to be overcome, 
including the need for more consistent approaches in differentiating 
engagement levels and enhancing the explainability and accuracy of educational 
predictive models through better feature selection, resampling techniques, and 
hyperparameter tuning. 

Keywords machine learning, prediction, student engagement, student performance, sys-
tematic literature review  

INTRODUCTION 
Technological enhancement over the years has influenced different sectors of human life and, more 
specifically, education during the COVID-19 pandemic (Ch’ng, 2024). Educational Data Mining 
(EDM) is a relatively young area that concerns machine learning (ML) adaptation that helps to find 
previously unknown patterns and relations in educational data due to the increase of data availability 
through Learning Management Systems (LMS) (Demong et al., 2023; Feng et al., 2022; S. N. Ismail et 
al., 2021). Online resources as a part of the learning process are increasing, and it is getting more 
challenging to find unique data in the pools (Khanal et al., 2020). In today’s fast-paced digital tech-
nology world, online learning is becoming a crucial form of learning globally (Hsueh et al., 2022). 
During the COVID-19 outbreak, most higher education institutions (HEIs) were forced to shift 
from face-to-face to distance learning. However, the implementation of distance learning has en-
countered low student engagement (SE) challenges (Demong et al., 2023). Therefore, it is necessary 
to study both SE and behavior to improve the quality of online learning (OL) implementation, which 
is cost-effective and adaptable but lacks direct student-student and student-instructor interaction 
(Benabbes et al., 2023; Uliyan et al., 2021). 

Explainable Artificial Intelligence (XAI) is particularly valuable in educational research since it offers 
explainability as well as accuracy in prediction models. Education stakeholders seek high-accuracy 
prediction and desire insight into the rationale behind predictions (Alamri & Alharbi, 2021). XAI can 
be described as AI systems that explain their decisions to users in an easy-to-understand and natural 
language. This paradigm is needed in all domains where AI-generated output needs to be evaluated 
for transparency and explainability. XAI increases transparency by outlining the causes of AI 
prediction-making decisions, hence enabling decision-making to adhere to ethical guidelines (Rane & 
Paramesha, 2024; Yadav, 2024). XAI has made many improvements in transparency and 
explainability. However, the proper balance between interpretability and model performance is still a 
crucial topic that needs further research and improvement in the future (Agrawal & Sharma, 2024).  

Several studies mention that low student engagement has become a crucial challenge during online 
learning, especially during the COVID-19 pandemic (Hollister et al., 2022; D. Yang et al., 2023). For 
example, a study illustrates that students prefer recorded lectures due to their flexibility compared to 
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synchronous learning (D. Yang et al., 2023). However, the recorded lecturer sometimes might mini-
mize students’ active participation. In addition, up to 72% of students frequently experience social 
loneliness and disconnection with peers and lecturers, which also reduces the students’ engagement 
(Hollister et al., 2022). The low SE issues are caused by the lack of social interactions and the in-
creased number of distractions during the implementation of OL. Furthermore, Hollister et al. (2022) 
highlighted that during the COVID-19 pandemic, student attendance in live sessions reduced signifi-
cantly, with students being absent from lectures and using only recording. This was more apparent in 
institutions that implemented the policy of giving lower grades during the time of the pandemic. 

Even though OL provides a more flexible learning environment, it is difficult to ensure that students 
participate at the same level as regular education (Turan & Karabey, 2023). The lecturers’ digital com-
petencies are essential in constructing an active online learning environment to ensure students’ en-
gagement and decrease the students’ sense of isolation (ElSayary et al., 2022). Moreover, students 
lacking self-learning habits cannot be adequately supported and cannot effectively develop skills and 
attitudes in practice-based courses (Palanci et al., 2024). This is because self-learning activities are the 
most crucial for implementing distance learning (Hsueh et al., 2022). In OL, the lack of student en-
gagement was indicated in the research as an antecedent to failure and dropout (Palanci et al., 2024). 
According to Palanci et al. (2024), most research is concerned with enhancing the learning process, 
student engagement, and effective teaching and learning (T&L). Meanwhile, artificial intelligence has 
introduced different methods of enhancing T&L in OL, particularly in academic performance, online 
participation, and engagement (Ouyang et al., 2022). The lack of personalized educational activities 
tailored to fit individual student requirements further increases the challenges for effective learning 
(Demong et al., 2023). SE has emerged as a phenomenon that presents a huge risk to HEIs in terms 
of disruption of student retention, satisfaction, motivation, and success in OL (Benabbes et al., 2023; 
Uliyan et al., 2021).  

Tai et al. (2020) conducted a systematic literature review (SLR) in which SE was defined as a multidi-
mensional construct that reflects behavioral, cognitive, emotional, and social aspects. S. N. Ismail et 
al. (2021) suggested the integration of ML in LMS to improve SE assessment, but a critical evaluation 
of SE levels by applying ML is lacking. In contrast, when the SLR was conducted for student perfor-
mance (SP) prediction, it was elicited that supervised ML is a widely used method for this purpose 
(Namoun & Alshanqiti, 2020). Albreiki et al. (2021) noted that there is an absence of sufficient litera-
ture focusing on the task of feature engineering, which can be a promising way to improve the per-
formance of the ML models.  

Therefore, this research aims to establish gaps and trends in predicting SE levels using SLR. Consid-
ering that there is relatively weak empirical evidence on SE prediction in contrast to SP, this paper 
analyses the trend in both during OL for HEIs. This paper explains what SE is and the present trend 
of ML approaches that have been adopted to estimate SE and SP, namely classification, clustering, 
and regression. Furthermore, the present research considers the possible methods that could be used 
to optimize the performance of the ML model as well as the measures used in assessing the perfor-
mance of the ML algorithms. 

LITERATURE REVIEW 
The dataset that is often used for predicting student success and SP is learning and activity engage-
ment (Namoun & Alshanqiti, 2020). Subramainan and Mahmoud (2020) and Tai et al. (2020) de-
scribe SE as a construct that is characterized by behavioral, cognitive, emotional, and social elements. 
Behavioral, emotional, and cognitive dimensions are the most dominant and imply poor engagement 
and commitment to study (Subramainan & Mahmoud, 2020). In contrast, S. N. Ismail et al. (2021) 
divide student LMS interactions into student-student, student-lecturer, and student system. Each of 
these components can be determined by the times students log into LMS, and the appropriate files 
are downloaded. The data collected proposed several factors defining engagement, including LMSs 
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and the learning design, students’ apathy to engage late, duration of tasks, motivation, engagement of 
educators, and monitoring. The level of self-motivation can be deduced by the level of cognitive, 
emotional, and behavioral investment of students. Besides, this research envisioned the application of 
ML strategies in LMS to improve assessment of SE level (S. N. Ismail et al., 2021). Subramainan and 
Mahmoud (2020) highlighted that there is a need to investigate the emotional part in future research. 

Student demographics, academic records, and logs of e-learning interaction sessions are the most em-
ployed features for the prediction of SP (Abu Saa et al., 2019; Albreiki et al., 2021; Baashar et al., 
2021). Internal assessment, communication, and psychological measures are also the attributes uti-
lized for the prediction of SP. Among all these predictors, academic records are the most widely used 
to predict SP (Baashar et al., 2021). The implementation of educational psychology theory, which in-
cludes self-determination theory (SDT) and motivation-based models, can offer a more refined view 
of student engagement. The key concepts of engagement for SDT are intrinsic motivation and peo-
ple’s interests in autonomy, competence, and relatedness (Ersozlu et al., 2024; Pooja, 2024). Conse-
quently, by incorporating these psychological constructs into machine learning algorithms, research-
ers have a chance to develop improved and accurate models for evaluating students’ motivational us-
age of OL platform. Furthermore, the present literature suggests that enhancing knowledge of stu-
dents’ self-regulated learning processes and attitudes can contribute to better learning results (Wang 
et al., 2021). Hence, future work should focus on the integration of these two philosophies, machine 
learning with educational psychology, to enhance the formation of holistic predictive models that can 
enhance learning.  

The majority of the SP predictions are conducted by implementing supervised ML. In contrast, there 
is very limited research implementing unsupervised ML for prediction (Namoun & Alshanqiti, 2020). 
Among various types of machine learning approaches, conventional machine learning algorithms, 
such as Support Vector Machine (SVM), Decision Trees (DT), Naïve Bayes (NB), k-Nearest Neigh-
bour (KNN), NN, and ANN, are often employed for the prediction of SP (Abu Saa et al., 2019; 
Albreiki et al., 2021; Baashar et al., 2021). On the other hand, deep reinforcement learning is imple-
mented to automate personalized recommendations and track student engagement. It is also imple-
mented to categorize students into risk groups based on their performance prediction (Bagunaid et 
al., 2024). In the meantime, the sequential reinforcement learning engagement models integrate en-
gagement detection with sequential predictions, utilizing LSTM networks to learn from students’ en-
gagement patterns and demographic features (Song et al., 2021).  

Meanwhile, XAI has important applications in behavioral prediction because it provides a clearer 
view of the inner workings of artificial intelligence models, especially where user behavior and psy-
chological patterns are concerned. XAI techniques have been used as a successful model for analyz-
ing the issue of adolescents’ problematic internet use. Applying the feature selection and importance 
methods, researchers can successfully explain the predictive models to understand the effects of fea-
tures on user behavior (Stanimirovic et al., 2024). Furthermore, XAI facilitates the extraction of psy-
chological traits from digital footprints, such as spending data. Techniques like global and local rule 
extraction help clarify how specific behavior correlates to personality traits, thus allowing for model 
validation and improvement (Ramon et al., 2021). Besides, the present research lacks emphasis on 
feature engineering to enhance the performance of the prediction model. Therefore, feature engi-
neering and dealing with class imbalance is the novel future step for upcoming research (Albreiki et 
al., 2021).  

Among all SLRs related to SE, only S. N. Ismail et al. (2021) pay limited attention to ML for predic-
tion, whereas Subramainan and Mahmoud (2020) and Tai et al. (2020) merely discuss the concept of 
SE. Articles covering SP focus on the utilization of ML algorithms for predicting student outcomes. 
However, most studies (e.g., Albreiki et al., 2021; Baashar et al., 2021; Namoun & Alshanqiti, 2020) 
focus mainly on the classification approach, whereas Abu Saa et al. (2019) include clustering ML 
within their SLR. Recall from the work of Albreiki et al. (2021) that very little feature engineering has 
been done for SP prediction, where the problem of class imbalance is a significant issue. There is a 
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dearth of studies that deal with feature engineering and class balance in the literature that informs this 
paper. Hence, this SLR will particularly aim to identify ML to determine SE and SP only. This re-
search will also explore one of the most common practices of feature engineering and class balancing 
in the context of SE and SP prediction. 

RESEARCH METHODOLOGY 
This SLR was undertaken to examine studies that are related to SE and SP based on a specific re-
search goal and a structured method. The structured method and process of SLR implemented in this 
SLR was inspired by Kitchenham (2004) and Khatibsyarbini et al. (2018), which include mainly six 
different phases: identify research questions, select literature repositories, identify the search string, 
select the related studies, and synthesize and extract the data. 

STEP 1: IDENTIFY RESEARCH QUESTIONS 
The aim of this SLR is to comprehend and review recent experimental evidence that reflects the pre-
diction of SE and SP for further investigation, and the final goal of this review is to improve the abil-
ity of present studies. To achieve the goal of this study, five research questions are 

1. What is student engagement? 
2. What is the popular data used to predict student engagement or performance? 
3. What are the popular machine learning methods used to predict student engagement or stu-

dent performance? 
4. How to improve the performance of the prediction models? 
5. How to measure the prediction performance of a machine learning algorithm? 

STEP 2: SELECT LITERATURE REPOSITORIES 
There are six online repositories used in this SLR to search for studies. The repositories are selected 
based on their variation of article resources and their credibility levels. The repositories that were 
used in this SLR are listed and described in Table 1. 

Table 1. Online repositories and reason for selection 

Online 
repository Reason for selection 

ACM The world’s largest educational and scientific computing society advances 
computing resources. 

IEEEXplore Web access to over 4 million full-text documents from highly cited publications 
in electrical engineering, computer sciences, and other fields. 

ScienceDirect Leading source of over 250,000 open-access articles and journals in physical 
science and engineering, social sciences, life sciences, and health sciences 

Scopus Repository of peer-reviewed journals in art and humanities, social sciences, 
scientific, technical, and medical 

Web of Science 
(WoS) 

Repository offering comprehensive citations from journals across the academic 
and scientific fields, including sciences, social sciences, and technologies. 

PLoS ONE Repository providing peer-reviewed open-access scientific journals covering 
science and medicine. 

These online repositories were selected because they are common databases searched by AI and ML 
reviews, and they are expected to provide studies that investigate the predictive modeling of SE and 
SP (Table 2).  
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STEP 3: IDENTIFY THE SEARCH STRING 
This SLR implemented the search keyword formulation method by Khatibsyarbini et al. (2018) and 
the PICOC model by Popay et al. (2006) to identify key search terms for answering RQ. The PICOC 
protocol defines five key elements: population, intervention, comparison, outcome, and context, as 
shown in Table 3. The steps for formulating a search keyword are: 

1. Determine significant search terms based on RQs using the PICOC protocol. 
2. Determine equivalent words for significant search terms. 
3. Determine keywords in relevant studies. 
4. Use the Boolean operators ‘OR’ and ‘AND’ to link the terms.  

Table 3. PICOC protocol adopted in this SLR 

Population Intervention Comparison Outcome Context 

HEIs student Student 
engagement 

Student 
performance 

Prediction 
accuracy 

Remote 
learning 

Due to the search string requirements of each online repository being slightly different from each 
other, especially ScienceDirect and PLoSONE, three different search strings are used in this SLR. 
The search strings used are shown in Figure 1. 

 
Figure 1. Search string used in this SLR 

ScienceDirect and PLOS ONE use different strings because the ScienceDirect search string only al-
lows a maximum of eight Boolean operators. Therefore, only the most significant search term is used 
in the search string.  

STEP 4: SELECTION OF THE RELATED STUDIES 
PRISMA statement comprises four phases in identifying potential studies via automated and manual 
searches to ensure clarity and quality in the methodology (Albreiki et al., 2021; Baashar et al., 2021; 
Namoun & Alshanqiti, 2020). The screening phase eliminates duplicate and irrelevant studies. Quali-
fied papers are then assessed for eligibility, resulting in the final set of studies for this SLR. Strict in-
clusion and exclusion criteria are applied during the screening and eligibility phases. The PRISMA 
flow diagram for this SLR is demonstrated in Figure 2. 
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Figure 2. PRISMA flow diagram involved in this SLR 

Possible sources of bias were identified and addressed systematically during the systematic review to 
achieve high credibility for the conclusions. The reasons for biases that might occur because of the 
screening process include subjectivity in the exclusion and inclusion criteria during screening, the ex-
tent of coverage achieved by the identified search terms, and the databases used in the screening pro-
cess. To counteract these, the study design is categorically determined by a set of pre-definitions of 
inclusion and exclusion criteria. According to the PICOC framework, the search strings were built 
and made consistent across the databases, relevant to the specified RQs. The inclusion and exclusion 
criteria implemented in this research are shown in Table 4.  

Table 4. Inclusion and exclusion criteria 

Inclusion criteria Exclusion criteria 
Written in English Not written in English 
Published in years 2017 to 2024 Published earlier than 2017 
Study only involves higher education Study involves outside of higher education, such as 

kindergarten, primary school, and secondary school 
Study involves remote learning, online 
learning, and distance learning 

Study involves physical or face-to-face classes 

Study involves formal full-time 
universities 

Study involves open distance learning such as Udemy 
and Coursera 
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To minimize the likelihood of publication bias more, grey literature was considered where possible. 
Nevertheless, some sources, for example, those published in other languages, were excluded, and the 
effects of such exclusion on the scope of the review are considered in the following section. Manual 
validation was used during data extraction because errors regarding the classification of data are com-
mon with the imprecise synthesis of various studies. These measures were taken in order to achieve a 
high scientific output with nominal methodological ambiguity. 

An initial automated search yielded 8148 articles: 420 from ACM, six from IEEE Explore, 466 from 
ScienceDirect, 6404 from Scopus, 52 from Web of Science, and 800 from PLOS ONE. After title 
screening, 7360 articles were removed, leaving 788 articles. Nine duplicates were then removed, and 
183 were removed based on abstract screening. Finally, 96 articles met the including criteria and were 
selected for meta-analysis in this SLR from the original 8148 articles. This research is focused on 
higher education students since it was observed that HEI students are the most preferred sample 
group due to university students receiving education through distance education at a higher rate 
(Turan & Karabey, 2023).  

STEP 5: SYNTHESIS AND EXTRACTION OF THE DATA 
The principle of data synthesis is to simplify the evidence presentation for easier data extraction to 
answer the research questions. Using the PRISMA approach, the selected studies were thoroughly 
analyzed to extract the relevant information. The extracted data includes: 

1. The general information, including publication year and types of articles reviewed. 
2. The definition and dimension of SE. 
3. The attribute categories of the educational dataset used for prediction. 
4. The ML models and approaches used for predicting SE or SP. 
5. The methods to improve model performance include feature selection, class balancing, and 

hyperparameter tuning. 
6. The performance measure was implemented to evaluate the model. 

The data is grouped and categorized to address each RQ and reported in the result sections. 

RESULT AND DISCUSSION 
This section analyses and discusses data synthesized from the SLR to answer previously mentioned 
RQs. It is divided into six parts: publication venues and years, definition and dimensions of SE, ML 
approaches for SE or SP prediction, approaches to improve model performance, and performance 
measurement to evaluate the model. A total of 96 studies were analyzed with publication venues, in-
cluding journal articles (72 studies, 75.00%) and conferences (24 studies, 25.00%), as shown in Figure 
3. 

 
Figure 3. Type of articles reviewed 
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The studies observed in this SLR consist of more journal articles than conference proceedings be-
cause journal articles are more permanent than conference proceedings and are cited more by re-
searchers (Turan & Karabey, 2023). In addition, many researchers tend to publish extended versions 
of the studies that are presented in the conferences as journal articles. However, in the computer sci-
ence field, conferences tend to provide meaningful trends for research in this field. Therefore, high-
quality conference articles are included in this SLR.  

The analysis of scholarly articles from 2018 to 2024 reveals trends in SE theory, prediction of SE, 
prediction of SP, and prediction of SE together with SP, as shown in Figure 4. The interest in these 
areas surged from 2018 to 2021, dropped in 2020 and 2022, and gradually increased in 2023. There is 
a limited number of papers in 2024 since this review was done in May 2024. 

 
Figure 4. Distribution of articles from 2018 to 2024 

The analysis of SE with SP prediction revealed fluctuation in patterns. Of note, it is quite surprising 
that little research has been done to predict SE compared to the vast work done in SP prediction. 
The increasing concern towards SE proves the need for research on more detailed prediction meth-
ods. Interestingly, despite the existence of the ML technique in the field of SE research, its applica-
tion is limited when it comes to the accurate prediction of SE (S. N. Ismail et al., 2021). Identifying 
the factors that lie under SE can result in better educational practices and individualized assistance, 
which can improve academic performance and promote a positive learning environment (Wells et al., 
2021). 

RESEARCH QUESTION 1: WHAT IS STUDENT ENGAGEMENT? 
Student engagement is a critical challenge during online learning, and it needs to be facilitated in 
three main dimensions, which are social/emotional, cognitive, and behavioral engagement (ElSayary 
et al., 2022). According to Ahmadi et al. (2023), SE refers to the extent to which students invest their 
time, physical effort, and psychological ambition in academic tasks involving attention, curiosity, in-
terest, optimism, and passion in educational settings (Quigley et al., 2022). SE is a complex concept 
with multiple dimensions (Ayouni et al., 2023; Binali et al., 2021; Gledson et al., 2021) and is essential 
for OL due to its predictive power for students’ retention, test scores, learning, and graduation 
(Binali et al., 2021; Quigley et al., 2022). According to Wells et al. (2021), more active and engaged 
students generally perform better than less active students during online learning. Education 4.0 is 
intended to foster skilled persons to acquire competency in using ICT for communication and coop-
eration (Demong et al., 2023).  
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Figure 5 illustrates the categorization of SE into unidimensional, two-dimensional, three-dimensional, 
and four-dimensional categories. Of the 17 studies, one defined SE as behavioral and cognitive en-
gagement. Most of the research (70.59%) employs three dimensions, and the remaining 23.53% use 
four dimensions, the most common being behavioral, cognitive, and emotional engagement. This is 
in line with SLR by S. N. Ismail et al. (2021), which adopts a broader view of self-efficacy as includ-
ing behavioral, cognitive, and emotional aspects because most of the studies cited in the Fredricks et 
al. (2004) engagement framework. Social engagement is a commonly used dimension in the concept 
of SE, as found by Tai et al. (2020) and Subramainan and Mahmoud (2020). 

 
Figure 5. Distribution of articles 

define SE into various dimensions 

Behavioral SE refers to observable actions and efforts to participate in the learning process, including 
class attendance, participation in academic activities and learning tasks, and use of communication 
tools and platforms (Ahmadi et al., 2023; Binali et al., 2021; Booth et al., 2023; Deng et al., 2020; 
Dragomir & Dumitru, 2023; Gledson et al., 2021; N. Luo et al., 2022; Marôco et al., 2020; Park & 
Yoo, 2021; Salta et al., 2021; Torres & Statti, 2023; Zafar & Nausheen, 2022). It is the physical be-
havior that refers to student association doing the work and following the rules during class (ElSayary 
et al., 2022). It relates to the total ability to finish a course, whether obstacles or barriers and to use 
the right amount of effort to grasp difficult ideas and acquire essential skills (Dragomir & Dumitru, 
2023). It can be measured by frequency of participation in class activities, number of login clicks, at-
tendance in virtual classrooms, amount of effort, and time spent on online learning (Ayouni et al., 
2023).  

Cognitive engagement refers to the amount of mental investment that is given in learning activities, 
motivational and self-regulated learning, which comprehends complex knowledge and skill acquisi-
tion, including reading materials and watching videos up to knowledge gain, and where the student 
looks for more information. (Ahmadi et al., 2023; Booth et al., 2023; Deng et al., 2020; Dubey et al., 
2023; Gledson et al., 2021; N. Luo et al., 2022; Marôco et al., 2020; Park & Yoo, 2021; Torres & 
Statti, 2023; Zafar & Nausheen, 2022). It also refers to the active learning process, the most essential 
learning form during online learning (ElSayary et al., 2022). Cognitive engagement encompasses eve-
rything from the ability to concentrate to the use of advanced learning techniques, including memory 
recall, acquisition of knowledge, and a thorough comprehension or mastery of the work at hand 
(Booth et al., 2023; Dragomir & Dumitru, 2023). It can be assessed through course time and active 
involvement in supplementary quizzes, which refer to students’ eagerness and capability to do the 
learning task (Ayouni et al., 2023). It is important for student achievement during distance learning 
since it promotes the students’ behavioral engagement (Hsueh et al., 2022).  

Emotional engagement is students’ perception of instructors, peers, academic environment, and edu-
cational institution (Booth et al., 2023; Deng et al., 2020; Dubey et al., 2023; Marôco et al., 2020; Park 
& Yoo, 2021; Salta et al., 2021; Torres & Statti, 2023). The construct can be measured by curiosity, 
enjoyment, and belongingness (Ahmadi et al., 2023; Dubey et al., 2023; Marôco et al., 2020; Torres & 
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Statti, 2023). Furthermore, it can be shown by the actions that the student associates with learning, 
such as excitement, interest, and motivation (ElSayary et al., 2022). It includes such approaches as in-
creasing the enticement value of learning resources (Quigley et al., 2022). Evaluation and assessment 
of the extent and nature of students’ emotional bonding, especially in the context of OL, is challeng-
ing, even though it is a fundamental element of effective OL (Ayouni et al., 2021).  

In addition, social engagement should be incorporated into OL to encourage students’ participation 
and social interactions within the OL environment through online discussion forums and sharing of 
learning materials (Ayouni et al., 2023; Binali et al., 2021; Deng et al., 2020). Additionally, it included 
the propensity for creating and maintaining relationships in terms of OL (Binali et al., 2021; Deng et 
al., 2020; Quigley et al., 2022). The metric can be quantified through the frequency of interactions, 
including conversations, chats, and emails, with both peers and teachers (Ayouni et al., 2023). Social 
engagement greatly influences online interaction and can be the main driver of engagement (Ayouni 
et al., 2023). 

SE incorporates behavior, cognition, emotions, and social interactions, which have different func-
tions in learning. Behavioral engagement is composed of tangible behaviors such as active participa-
tion and putting effort into academic tasks. Cognitive engagement involves how deeply students are 
engaged intellectually, while emotional engagement requires students’ emotional connection with 
their educational experience. Social engagement focuses on the importance of interactions and rela-
tionships within a learning environment. Understanding SE is important for enhancing student reten-
tion, performance, and overall achievements, particularly in an OL context. 

RESEARCH QUESTION 2: WHAT IS THE POPULAR DATA USED TO PREDICT 
STUDENT ENGAGEMENT OR STUDENT PERFORMANCE? 
It is important to select appropriate attributes for the prediction of SE and SP to ensure an accurate 
predictive model. Figure 6 indicates that 92.41% (73 research) use LMS logfile behavioral attributes 
to predict SE or SP. J. Chen et al. (2019) and Wells et al. (2021) determine that learning behavior can 
also be considered one of the most useful indicative measures of SE in educational activities. The 
collection and analysis of student learning behavior can give informed decisions for the syllabus 
designer and lecturer on the subject design and provide more informed ways to deliver the learning 
material (Wells et al., 2021). Student behavior measures include attendance, resource views, course 
material downloads, assignment submissions, quiz completions, video watching time, assignment 
time, quiz time, forum views, and forum participation. Student behavior data are focused, while LMS 
is a commonly used platform to improve learning processes and create engaging and effective 
learning (Palanci et al., 2024). 

Furthermore, 41.77% (33 papers) employ academic variables, like mid-term scores, assessment 
scores, grades, and performance, for predicting SE or SP. The demographic category attributes such 
as gender, age, parent’s income, address, and scholarship are utilized in 36.71% (29 studies). The ap-
plication of academic background and psychological qualities is restricted, with only 11.39% (9 re-
search) and 1.27% (1 study). Currently, academic backgrounds and psychology are not considered 
when predicting SE, while the implementation of academic measures is very limited. Demong et al. 
(2023) suggest data can be widened to include other personality dimensions as well as the digital 
competency of the student. Unlike Abu Saa et al. (2019), there are more e-learning activities than stu-
dent academic attributes in this review because of the emphasis on OL. 

The SE dataset is a valuable attribute for SP and SE prediction since students’ performance can be 
improved by increasing the SE level in the learning process, especially during OL (Bernacki et al., 
2020). SE is not a unidimensional construct but is made up of behavioral, cognitive, emotional, and 
social components (Gledson et al., 2021). However, most of the research carried out on SE tends to 
present it in an overgeneral manner with little or no regard for the multidimensionality of the con-
cept. 
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Figure 6. Attribute category used for SE and SP predictions 

Ultimately, the most crucial factor in enhancing SP and students’ performance is the SE’s accurate 
prediction. The broad usage of LMS logfile behavioral attributes (92.41%) emphasizes their im-
portance in educational research. According to Palanci et al. (2024), LMS is one of the most pre-
ferred platforms in educational studies, and learning behavior is found to be the most examined, and 
in this educational research, the log data are mainly utilized. Some important attributes include at-
tendance, resource views, and time allocation to provide SE insight and affect performance. 

Although academic, demographic, and psychological attributes contribute to predictive models, their 
implementation is limited. It is important to understand that SE is a complex concept that includes 
behavior, cognition, emotions, and social dimensions. Meanwhile, it is necessary to mention that such 
concerns as violence and discrimination against women are still topical and affect modern culture in-
dependently of the environment. Education and government undertakings to combat gender con-
cerns are difficult to harmonize, lacking or, at times, even absent (Yañez et al., 2023). Therefore, it is 
crucial to acknowledge that SE is a multifaceted process that informs efficient paraphrasing of esti-
mates in terms of educational results that enable precise interventions. 

RESEARCH QUESTION 3: WHAT ARE THE POPULAR MACHINE LEARNING 
METHODS USED TO PREDICT STUDENT ENGAGEMENT OR STUDENT 
PERFORMANCE? 
ML methods are categorized into unsupervised, which includes clustering techniques, and supervised 
ML, which covers classification and regression techniques. Figures 7 and 8 show the distribution of 
ML used in educational research. 

Figure 7 shows that ML methods are mainly divided into classification, clustering, and regression. 
Classification is the most popular ML method implemented in the SP and SE research, used in 
88.60% (70 papers), with 78.48% (62 papers) relying solely on classification, and 7.59% (6 papers) 
and 2.53% (2 papers) combining with clustering and regression, respectively. Clustering follows at 
15.19% (12 papers), with 5.06% (4 papers) implementing only clustering, 2.53% (2 papers) combin-
ing with regression, and 7.59% (6 papers) implementing classification. Lastly, regression is least used, 
with only 12.65% (10 papers), 7.59% (6 papers) use it alone, and 2.53% (2 papers) each with cluster-
ing and classification, respectively. Regression is not discussed in detail for this review due to its lim-
ited application to educational outcome prediction, especially for SE. 
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Figure 7. ML methods used in SE and SP prediction 

Figure 8 shows that this review categorizes the referred studies into the prediction SE, SP, SE, and 
SP. Most of the SP predictions are implementing classification ML models. However, there are lim-
ited studies of SE implementing classification ML, where clustering ML is commonly implemented to 
categorize the level of SE. This finding is similar to the research of Helal et al. (2018) and Y. Yang et 
al. (2020), who mentioned that classification is crucial for SP prediction and clustering is key for indi-
cating the students’ learning behavior or SE. Classification is normally preferred compared to cluster-
ing and regression for the prediction of SE and SP due to its ability to provide clear, actionable in-
sight into student categories. This is because the classification ML model can effectively categorize 
students into different performance levels and engagement levels.  

Furthermore, classification helps identify the significant factors that influence student performance, 
which can help the institutions tailor educational strategies (Ghosh et al., 2022). The lack of cluster-
ing implementation in educational research is because clustering does not provide clear-cut partition-
ing of SP. Hence, the result is less insightful, useful, and actionable in an educational context. On the 
other hand, clustering ML is an unsupervised learning technique that clusters the unlabelled data by 
simply looking at a set of objects and establishing a group of similar traits (Yağcı, 2022). 

 
Figure 8. Distribution of ML implemented for SE and SP prediction 
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Classification organizes samples into classes based on similar traits (Helal et al., 2018), using labeled 
data samples to predict tasks (Tomasevic et al., 2020). Meanwhile, the clustering ML method is an 
unsupervised learning approach that clusters the unlabelled data by finding and grouping objects in 
the same group based on similar traits (Hasan et al., 2020). Classification is preferred for the predic-
tion of SP since it has clear academic result labels, while SE lacks such labels, making clustering use-
ful for automated labeling (Nguyen et al., 2018). However, classification is getting important and mo-
mentum to better understand and optimize the learning process and environments (Tomasevic et al., 
2020). Tomasevic et al. (2020) and Hasan et al. (2020) suggest clustering should precede classification 
for effective data tagging.  

Figure 9 highlights the top 10 popular ML methods for classification. RF is the most popular used in 
62.86% (44 papers) of research. RF, SVM, and DT are used in 42.86% (30 papers) and 41.43% (29 
papers), respectively. Last, NB and Logistic Regression (LR) are also common, implemented in 
38.57% (27 papers) and 34.29% (24 papers) of the research. DT, NB, and LR are XAI, while RF and 
SVM are non-XAI. The RF and SVM are popular due to their high prediction effectiveness, which 
can provide higher accuracy. However, they do not provide explainable outcomes of the results ob-
tained.  

 
Figure 9. Top 10 Popular ML for Classification 

RF is an ensemble approach that combines multiple DTs and finalizes the decisions based on major-
ity voting mechanism (Al-Shabandar et al., 2019; Gkontzis et al., 2018; Guo et al., 2020; Saleem et al., 
2021). The main reason for constructing multiple DTs with different combinations is to improve the 
predictive accuracy (Saleem et al., 2021). RF is a flexible and user-friendly ML algorithm that is easy 
to use for classification (Hussain et al., 2018). It is also stable, reduces bias by combining outputs 
from multiple DTs, and uses random samples to build trees (Orji & Vassileva, 2020). RF is less com-
putationally consuming and can prevent overfitting issues.  

Meanwhile, it is not sensitive to noise and can handle high-dimensional data. RF is popular due to its 
ability to provide a high accuracy rate, which is up to 98.25% accuracy when predicting the SP using 
students’ learning behavior datasets (J. Chen et al., 2024). Due to its robustness and overfitting ad-
vantages, RF is appropriate for dealing with diverse educational datasets such as dropout prediction. 
However, when the model complexity increases, it will become challenging for decision-making and 
complicate communication of results to stakeholders (Manzali et al., 2024).  
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NB is a probabilistic approach that uses the attributes of the data set and the Bayesian theorem to 
derive the probability of each class (Guo et al., 2020; Helal et al., 2018; Tomasevic et al., 2020). In-
verse probability NB can infer unknown quantities and make predictions from data as in the inspec-
tion of NB (Tomasevic et al., 2020). NB can work with big data, is simple to implement, and allows 
for the analysis and prediction of high-dimensional data (Saleem et al., 2021). It is also a chiefly 
ranker algorithm and can work in binary, multiclass classification without compromising runtime per-
formance due to its scalability (Tomasevic et al., 2020). Naïve Bayes can provide high accuracy rates 
for predicting student performance and provide prediction results within a short time, irrespective of 
the large educational dataset used (Akanbi, 2023). However, NB assumes that all the attributes are 
independent, which might not be the case when using attributes in real-world education contexts  
(Buhori et al., 2024). Furthermore, NB will face classification issues when dealing with datasets with 
complicated relationships (Manzali et al., 2024). 

SVM is a nonlinear function approach that utilizes hyperplanes to separate the attribute spaces 
(Gkontzis et al., 2018; Ma et al., 2018). It represents feature vectors as points in multidimensional 
space, mapping them to different classes that are divided by a maximally wide plane (Zheng et al., 
2020). SVM is advantageous because it is not affected by the dimensionality of the sample; even small 
training data can maintain a strong adaptability to the test sample (Ma et al., 2018). This technique is 
appropriate when the dataset is small, nonlinear, and has high dimensions (Zheng et al., 2020). SVM 
is a powerful and flexible modeling technique used for classification (Damuluri et al., 2019). SVM 
works nicely for problems with complex patterns in the results of the students’ evaluations. How-
ever, SVM heavily fails for the imbalanced datasets, which leads to bad predicting results for the mi-
nority class (Anisa et al., 2024). 

DT is useful for analyzing data by splitting it into a tree-based structure. DTs build and develop the 
classification trees per some logical rules, while the leaf nodes hold the results and decision nodes 
provide directions (Saleem et al., 2021). Even though DTs perform well with small samples, they 
might not fully represent the overall trends (Cagliero et al., 2021). They are widely used because they 
are easy to implement and useful for classification and prediction (Saleem et al., 2021). The interpret-
ability of DT is relatively high, making it easy to represent a graphical design, enabling the lecturers to 
grasp the factors in students’ performance and make decisions on time to enhance student perfor-
mance (Muriana et al., 2022). However, DT can easily act as an overfitting model and make it less re-
liable toward a limited or biased set of data found in the educational sector (Nagarajan et al., 2024).  

LR is a supervised ML technique that uses generalized logistic regression analysis to estimate the 
probability of an event occurring according to the regression coefficient of one or more characteristic 
variables (Kabathova & Drlik, 2021; Zheng et al., 2020). It is normally implemented to classify dis-
crete variables (Zou et al., 2020). The advantage of LR is that it is simple and efficient in calculating 
the future outcome using a linear equation (Karalar et al., 2021). LR can perform well without com-
plex feature engineering (Li et al., 2020). The LR’s high interpretability can give a good indication of 
the importance of the effect of the different factors on student performance and help the lecturers to 
define important variables such as demographic and academic background (Kurniadi et al., 2023). In 
addition, insight into the learning environment can act as an early warning sign that can help identify 
at-risk learners and provide timely support (Sagala et al., 2022). LR assumes a linear relationship be-
tween independent variables and the log of the dependent variables, which may not be appropriate in 
many complex educational data sets (Sagala et al., 2022). 

Figure 10 shows the clustering ML techniques used in 31 studies. K-means clustering is the most 
popular method, and it was implemented in 83.33% (10 papers) of the studies. Other clustering 
methods are less common, such as agglomerative (3 papers), spectral (3 papers), DBSCAN (2 pa-
pers), and hierarchical and Birch (1 paper each). Therefore, only the K-Means clustering is focused in 
this review to answer the RQ3.  
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Figure 10. ML clustering methods 

K-means clustering is an unsupervised learning algorithm that looks at groups in unlabelled data by 
dividing observations into k clusters, each belonging to the cluster center with the nearest mean 
(Hussain et al., 2018; J. Luo & Wang, 2020). This method indicates that when a dataset consists of n 
samples, and each is a vector with d dimensions, samples can be aggregated into K clusters (Lu et al., 
2021). K-means clustering is favored for its ability to produce clusters with significant differences 
(Sheik Abdullah et al., 2021). K-means clustering is straightforward to understand and implement. 
This makes it accessible for lecturers and researchers to interpret the hidden pattern of the educa-
tional dataset. However, k-means calculate centroid averages, which might not always indicate true 
student performance, especially in split score datasets (Badhera et al., 2022).  

Therefore, predicting SE by applying ML models to improve educational results is crucial. Classifica-
tion techniques prevail and are implemented in 82.69% of works since collecting labeled data allows 
for high accuracy in predicting SP. However, clustering methods, applied in 19.87% of cases, could 
be useful for predicting SE since this area is frequently characterized by the lack of clearly defined 
data sets. SE prediction with classification can enhance the learning process and the student’s perfor-
mance, especially when predictors are well chosen. However, using SE prediction with classification 
is still limited since labeled sample data are rare. The interdisciplinary collaboration with educational 
experts will collect their knowledge by taking psychological components on differentiating and label-
ing student engagement into distinct levels that can be used to train the classification model.  

RF is the most popular classifier, followed by SVM, DT, NB, and LR for educational prediction, 
while K-means clustering is preferred for grouping unlabelled data effectively. The classification ap-
proaches of DT, NB, and LR XAI should focus on educational research due to their explainability 
and transparency. In the future, feature engineering needs to be studied for educational datasets to 
standardize and reduce the complexity of the dataset to improve the performance of XAI while en-
hancing the transparency and explainability of the model. Demong et al. (2023) mentioned that dif-
ferent classification algorithms should be applied to proactively predict student engagement levels in 
the future. Hybrid machine learning is also possible if different algorithms can be integrated to elimi-
nate their respective drawbacks and improve the prediction capacity.  
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RESEARCH QUESTION 4: HOW TO IMPROVE THE PERFORMANCE OF THE 
PREDICTION MODEL? 
The main goal of developing a predictive model is to achieve accuracy. The approaches that can be 
implemented to improve predictive accuracy can be divided into improving input data quality and 
optimizing the algorithm (Ali et al., 2023; L.-q. Chen et al., 2021). Feature selection (FS) and 
resampling (RS) approaches can be implemented to improve the quality of data ( L.-q. Chen et al., 
2021; Rozi et al., 2023). Meanwhile, hyperparameter tuning (HT) is utilized to advance the ML algo-
rithm (Ali et al., 2023). 

The reviewed papers use different approaches to improve the prediction model performance, as 
shown in Figure 11. FS is the most common approach, which is implemented in 29.11% (23 papers), 
while RS strategies are used in 18.99% (15 papers) and HT in 18.99% (15 papers). Despite being the 
second most popular method, RS is rarely used for predicting SE. Only two of the papers on SE pre-
diction implement the RS technique. However, in a world where education is already characterized by 
unfairness or bias towards certain communities, resulting in dataset imbalance issues, the model ex-
cessively emphasizes unique characteristics of over-represented groups, resulting in more accurate 
predictions for that population but less accurate predictions for the under-represented group 
(Jamaluddin & Mahat, 2021). 

 
Figure 11. ML enhancement approaches 

Ramaswami et al. (2020) highlight that utilizing all the features leads to overfitting and reduces the 
generalization of the model. FS, which removes redundant or irrelevant features, is essential to pre-
vent the curse of dimensionality and improve model accuracy (Al-Shabandar et al., 2019; Ramaswami 
et al., 2020; Xie et al., 2021). FS is important for XAI to provide clearer insight into the impact of 
each attribute on prediction outcomes to make the model more straightforward and transparent 
(Zacharias et al., 2022). FS can be divided into filter-based and wrapper-based (Yamasari et al., 2020). 
Filter-Based Feature Selection (FBFS) uses statistical and probabilistic measures to evaluate the rele-
vance of each feature, independent of the ML algorithm (Ma et al., 2018; Yamasari et al., 2020), 
whereas Wrapper-Based Feature Selection (WBFS) uses a classifier to assess the importance of a fea-
ture subset based on its ability to improve prediction accuracy (Yamasari et al., 2020). However, 
WBFS is more time-consuming since it evaluates each feature with the classifier. FBFS, including In-
formation Gain (IG), Principal Component Analysis (PCA), correlation-based FS, and Chi-square FS, 
are more preferred in educational prediction due to their transparency and explainability.  
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Class imbalance is one of the challenges in educational research that affects the performance of con-
ventional classification algorithms. RS, which includes oversampling, undersampling, and hybrid 
techniques, can be used to balance class distribution in training data (Hassan et al., 2021; Jamaluddin 
& Mahat, 2021). Oversampling duplicates minority samples to balance with majority samples, which 
include Synthetic Minority Oversampling Technique (SMOTE), Adaptive Synthetic Sampling 
(ADASYN), and Random Oversampling (ROS) (Hassan et al., 2021). However, it might cause over-
fitting due to the generation of new synthetic samples (Hassan et al., 2021). Under-sampling like 
Tomek Links (TL), Edited Nearest Neighbours (ENN), and Random Under-sampling (RUS) 
(Hassan et al., 2021), removing samples from the majority class of the dataset might cause the loss of 
information. Hybrid sampling combines both oversampling and undersampling, like SMOTE-TL, 
SMOTE-ENN, SMOTEBoost, and RUSBoost. SMOTE is preferred for educational prediction be-
cause of its fast and reliable sample generation, but it disregards the distribution of the minority clas-
ses and possibly hidden noisy data (Palli et al., 2024).  

Hyperparameter tuning is conducted to determine the best parameter for the learning algorithm to 
achieve the highest prediction accuracy (Al-Shabandar et al., 2019; Karalar et al., 2021). Grid Search, 
Random Search, and Tree-structured Parzen Estimator (TPE) can be implemented to optimize hy-
perparameters for each model. Hassan et al. (2021) suggest that the implementation of HT will im-
prove the predictive model. Grid Search systematically uses different parameter combinations to op-
timize the model’s performance and make it user-friendly and effective (Ma et al., 2018). Random 
Search carries out a comprehensive parallel search across specified parameter values (Riestra-
González et al., 2021). TPE implements a sequential model-based optimization approach to estimate 
hyperparameter performance based on previous measurements and select new ones to test accord-
ingly. 

In conclusion, FS and RS need to be implemented to improve SE prediction accuracy in terms of 
data quality. FS that eliminates irrelevant or redundant attributes can reduce overfitting issues and im-
prove model accuracy. RS overcomes the data imbalance challenges while ensuring more fair and ac-
curate prediction across various is not widely implemented for student engagement prediction. The 
implementation of FS and RS is crucial to enhance SE prediction and foster better educational prac-
tices. 

RESEARCH  QUESTION 5: HOW TO MEASURE THE PREDICTION 
PERFORMANCE OF THE MACHINE LEARNING ALGORITHM? 
Performance measures (PM) are crucial for evaluating and comparing the effectiveness of predictive 
models. Selecting and implementing appropriate PMs is essential for assessing model performance. 
This review will discuss popular PMs used by researchers for clustering and classification.  

Figure 12 shows common PM for clustering methods. Notably, 50% (6 studies) do not employ any 
PM, while only six papers apply PM to assess their models. Of the six papers, four use the silhouette 
coefficient as the best measure for clustering models, and hence, it has become one of the most com-
mon. 

The silhouette coefficient is a common method for determining the optimal number of clusters in a 
dataset (J. Luo & Wang, 2020). It is calculated using the average intra-cluster distance (a) and average 
nearest neighbor (b) for each sample. The formula for the silhouette coefficient is demonstrated as 
follows: 

(𝑏𝑏 − 𝑎𝑎)
max(𝑎𝑎, 𝑏𝑏)

 

While 1 is the best value and -1 is the worst value, the higher values indicate that the object is well-
matched to its cluster and poorly matched with the neighboring clusters (J. Luo & Wang, 2020). 
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Figure 12. Performance measure for clustering method 

Figure 13 shows the top five PM for evaluating classification models. Accuracy is the most popular, 
and it is used in 75.71% (53 papers) of the studies. Recall is used in 65.71% (46 papers), precision in 
58.57% (41 papers), F1-score in 57.14% (40 papers), and Area Under the Curve (AUC) in 31.43% 
(22 papers). Among these, Accuracy, Recall, Precision, and F1-score are used in over half of the pa-
pers, which aligns with the findings of N. Ismail and Yusof (2022). 

 
Figure 13. Top 5 performance measure for classification methods 

Accuracy is the proportion of total numbers that are predicted correctly (Zheng et al., 2020), which is 
the number of samples that are classified correctly and divided by the total number of items 
(Damuluri et al., 2019). Accuracy is calculated using the equation:  

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑎𝑎𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 

Recall is one such validation criterion, also known as sensitivity, used to evaluate algorithm perfor-
mance (Ayouni et al., 2021; Saleem et al., 2021). Recall represents how many samples are correctly 
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predicted and shows how complete a prediction result is with respect to the fraction of correct classi-
fications of all positive samples (Helal et al., 2018; Zheng et al., 2020). The recall formula can be ex-
pressed as follows: 

𝑅𝑅𝑅𝑅𝐴𝐴𝑎𝑎𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
 

Precision is the accuracy of positive predictions that shows the predictive power of a classifier 
(Ayouni et al., 2021; Zheng et al., 2020). It is the fraction of true positive samples of all classified pos-
itive examples reflecting the exactness of predictions (Helal et al., 2018). Precision is calculated as the 
ratio of true positive values to the sum of all positive predictions, as shown in the calculation (Saleem 
et al., 2021):  

𝑇𝑇𝐴𝐴𝑅𝑅𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 

F1-score is a common multiclass metric used to assess the classifier’s performance (Saleem et al., 
2021). It is the harmonic mean of precision and recall, indicating overall performance and the balance 
between precision and recall (Helal et al., 2018; Karalar et al., 2021; Saleem et al., 2021). F1-score in-
dicated the classifier performance that was evaluated comprehensively after reconciling the recall and 
precision rates (Zheng et al., 2020). F1-score can be calculated by using the formula as follows:  

𝐹𝐹1 − 𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝑅𝑅 =  
2 ∗ 𝑅𝑅𝑅𝑅𝐴𝐴𝑎𝑎𝑅𝑅𝑅𝑅 ∗ 𝑇𝑇𝐴𝐴𝑅𝑅𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑅𝑅𝑅𝑅𝐴𝐴𝑎𝑎𝑅𝑅𝑅𝑅 + 𝑇𝑇𝐴𝐴𝑅𝑅𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

 

where TP, TN, FP, and FN represent the True Positive, True Negative, False Positive, and False 
Negative, respectively. 

To conclude, the silhouette coefficient is the popular PM used to evaluate the clustering methods, 
while accuracy, recall, precision, and F-measure are popular for the evaluation of classification meth-
ods. 

LIMITATIONS AND THREATS TO VALIDITY 
Like most previous reviews, this SLR has limitations that reduce its validity. One major limitation is 
that in identifying primary studies, there might be an insufficiency and incompleteness in identifying 
such studies arising from difficulty in developing and using search terms across various databases. To 
do this, the PICOC model was applied to enhance the quality of the search strings by aligning them 
to the appropriate level of PICOC components and the RQs. While the process of database identifi-
cation and search methods was outlined, it is agreed that some studies on the prediction of SP and 
SE might be missing, especially local research conducted and published in languages other than Eng-
lish. One of the weaknesses is that data synthesis and extraction are often imprecise, and it is possible 
to misclassify data, distorting the review’s validity. In order to overcome this, the standard PRISMA 
framework was followed to manually validate the correctness and accuracy of the information ex-
tracted and classified based on the inclusion and exclusion criteria set. However, there are some limi-
tations in the present efforts, including excluding any quantitative or qualitative work published in 
non-English.  

CONCLUSION 
This SLR aims to assess current trends in predicting SE and SP. Five research questions guide this 
SLR, focusing on finding, classifying, evaluating, and understanding primary studies. The study aims 
to identify areas for improvement through a comprehensive assessment of relevant research in SE 
and SP predictions. In the process, relevant primary studies are selected and appraised, and data is 
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extracted from them. The outcomes are given in the form of tables and figures to raise comprehen-
sion of SE and SP prediction. Key insights include: 

(a) SE is made up of four main dimensions: behavioral, cognitive, emotional, and social. 
(b) SE attributes are the popular dataset that is used for both SE and SP prediction. 
(c) SP prediction commonly uses classification methods, while SE prediction often relies on 

clustering methods. 
(d) RF, NB, SVM, DT, and LR are the popular classification algorithms, with DT, NB, and LR 

being known for their transparent and explainable capabilities. 
(e) K-means clustering is widely used in clustering methods.  
(f) Additional methods like FS, RS, and HT are implemented to enhance predictive model per-

formance and the explainability and transparency of predictions. However, their application 
for SE and SP prediction remains limited. There is a need for methods that can handle both 
dimensionality and class imbalance while keeping the original data’s meaning intact. 

(g) The silhouette coefficient is the popular PM for the evaluation of clustering methods, while 
accuracy, recall, precision, and f-measure are commonly used to evaluate classification meth-
ods. 

This research becomes important to the future of educational planning and development, especially 
when universities and other learning institutions tap data insight to improve performance. Despite 
the increasing focus on applying machine-learning approaches within education, there is limited re-
search employing this approach to investigate student engagement since defining and modeling this 
complex construct present difficulties. Engagement labeling can be fine-tuned with the help of other 
scholars of interdisciplinary fields in collaboration with educational expertise and psychological 
knowledge. Further, feature engineering plays a significant role in normalizing and simplifying da-
tasets to improve XAI models’ efficiency, intelligibility, and transparency. Feature engineering also 
needs to be tackled to solve the class imbalance issue derived from most educational datasets, where 
some classes are under-represented. The current study paves the way for more efficient and large-
scale applications of machine learning in analyzing student engagement by evaluating these challenges 
through interdisciplinary cooperation and sophisticated data preprocessing methods. 
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