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ABSTRACT 
Aim/Purpose This study investigated how undergraduate and graduate students in a teacher 

education program perceived, used, and ethically reflected upon generative AI 
tools. The problem is the unclear state of preservice teachers’ understanding 
and use of generative AI in educational settings, which this study aimed to ex-
plain.  

Background Given generative AI’s growing presence in education, this study addressed a gap 
in understanding by examining preservice teachers’ perceptions, experiences, 
and ethical concerns, particularly in relation to self-regulated learning. 

Methodology A convergent parallel mixed-methods design was used to gather quantitative 
and qualitative data from 73 students enrolled in a teacher education program at 
the University of Nevada, Las Vegas. Descriptive statistics, correlations, and 
thematic analysis were used for data analysis. 

Contribution This study contributes to the emerging literature by providing insights into pre-
service teachers’ usage patterns of generative AI, the relationship between AI 
use and self-regulatory skills, and a detailed examination of ethical concerns, in-
forming effective AI integration into teacher education programs. 

Findings Text-based generative AI was the most familiar tool among participants. The 
primary reasons for the use included editing papers, searching for new ideas, 
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and understanding course material. A significant positive correlation was identi-
fied between information search with the help of generative AI and resource 
management skill. Key themes identified by thematic analysis included per-
ceived benefits for student engagement and creativity, AI’s potential as a writing 
assistant, and ethical concerns about plagiarism and misuse. Overall, preservice 
teachers demonstrated surface-level use and a general lack of in-depth 
knowledge about AI integration. 

Recommendations  
for Practitioners 

Teacher educators should provide explicit training in generative AI, including 
practical guidelines and clear ethical frameworks to foster effective and respon-
sible integration into classroom practice. 

Recommendations  
for Researchers  

Future researchers should develop validated measurement instruments specifi-
cally designed for studying generative AI perceptions and usage and explore 
longitudinal impacts as preservice teachers transition into professional teaching 
roles. 

Impact on Society By guiding preservice teachers toward informed and ethical use of generative 
AI, this study supports broader societal goals of promoting digital literacy, ethi-
cal technology integration, and enhanced learning experiences for future genera-
tions. 

Future Research Subsequent research should further explore reasons behind the limited adoption 
of generative AI among preservice teachers, examine the long-term impacts of 
AI use on pedagogical practices, and investigate structured frameworks for pro-
moting deeper AI integration within the teaching and learning domain. 

Keywords generative AI, preservice teachers, self-regulated learning, ethical considerations, 
pedagogical integration 

INTRODUCTION 
In recent years, natural language processing (NLP) has seen significant advancements, particularly 
with the development of large language models like the Generative Pre-trained Transformer (GPT-3) 
(Floridi & Chiriatti, 2020). ChatGPT, a type of generative AI, is a text-based artificial intelligence tool 
capable of various language-related tasks, including translation and computer programming (OpenAI, 
2022). Reaching 1 million users within 5 days of its release in late 2022, ChatGPT signaled the popu-
lar beginning of the generative AI era. Unlike its predecessors, rule-based AI models that operate un-
der predefined code and instructions, generative AI trains on extensive datasets and produces new 
content based on its training (Caruccio et al., 2024). As AI becomes more embedded in educational 
practices, understanding how future educators perceive and use it is essential. At present, it is unclear 
how to take practical advantage of generative AI and how it can be integrated into teaching and 
learning. 

Regarding technology integration in education, lack of knowledge and discrepancy in how educators 
perceive technology can negatively impact instructional quality and result in ineffective teaching strat-
egies (Mishra & Koehler, 2006). The purpose of this paper is to supplement the emerging literature 
on the use of AI and to provide insight into AI use in education through the lens of undergraduate 
and graduate preservice teachers. Teachers use technology more effectively when their perspectives 
are considered, as their perspectives on teaching and learning in the classroom are closely associated 
with their use of technology (Watson & Rockinson-Szapkiw, 2021). By investigating how preservice 
teachers interact with and perceive the role of AI, this study particularly focuses on how AI can sup-
port personalized learning, enhance self-regulatory skills, and address emerging ethical issues.  
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LITERATURE REVIEW  
Online learning platforms, such as Google Classroom, video conferencing tools, and digital resources 
like e-books and interactive materials, have become increasingly prevalent in education. Additionally, 
a shift toward self-directed and asynchronous learning has emerged, providing students with greater 
autonomy in their learning. This increased independence includes flexibility to progress through 
coursework at their own pace (Baidoo-anu & Owusu Ansah, 2023). The implications of this change 
can be understood in part through self-regulated learning theory. Based upon Bandura’s (1991) social 
cognitive theory, self-regulated learning theory recognizes that metacognitively active learners are 
generally more successful. Throughout the metacognitive process, self-regulated learners plan, set 
goals, organize, self-monitor, and self-evaluate at forethought, performance, and reflection phases in 
their learning journey (Zimmerman, 1989). At different phases, learners develop and manage a set of 
skills and traits that are essential to their successful learning journey. Resource management skills are 
one of them, and they refer to the learner’s ability to manage their time, effort, and learning environ-
ment to optimize their academic success. Another essential trait for becoming a successful self-regu-
lated learner is self-efficacy, which refers to a learner’s belief in their ability to succeed in specific 
tasks. Learners with high self-efficacy exhibit greater persistence with their goals. They are more 
likely to engage in goal-setting and self-monitoring, which are key components of the forethought 
and reflection phases of the self-regulated learning process (Zimmerman, 2002).     

Corresponding to the increased use of technology in educational contexts and the transition toward a 
more self-regulated learning environment, large language models provide a unique opportunity where 
personalized learning is available (Pratama et al., 2023). For instance, ChatGPT can be used to pro-
mote group discussion by creating an appropriate discussion structure in an online setting (Kasneci et 
al., 2023). Another evaluative study reported that ChatGPT enhanced personalized learning by 
providing individual guidance and instant feedback, allowing students to engage more effectively in 
independent study and coding skill development (Hartley et al., 2024). Research conducted by Chen 
et al. (2020) further demonstrated the efficacy of a conversational agent utilizing a generative model 
in delivering personalized math tutoring, resulting in enhanced learning achievements. Past studies 
report the use of generative AI in personalized learning, indicating its potential impact on self-regu-
lated learning skills. While Hwang and Chien (2022) demonstrated that rule-based chatbots can de-
velop students’ self-regulated learning skills, researchers have not yet studied how newer AI models 
like ChatGPT affect these skills. 

From the teachers’ perspective, integrating ChatGPT into the grading process allows teachers to fo-
cus on other teaching responsibilities. According to Kim et al. (2019), the generative model 
(ChatGPT), after training on a human-graded essays dataset, could effectively assess high school stu-
dent essays with a correlation as high as 0.86 with human evaluators. Despite its promising opportu-
nities, the application of AI in teaching and learning creates new ethical risks (Akgun & Greenhow, 
2022). Lack of interpretability is one significant limitation, as the reasoning behind the model’s pre-
dictions is not clearly understood. Generative models rely on statistical patterns within their training 
data and may lack a true understanding of the concepts that they are intended to help students learn 
(Ansari, 2022). Other ethical considerations include biased content and privacy concerns (Baidoo-anu 
& Owusu Ansah, 2023).  

The teacher’s perspective greatly influences any technology integration, and further technological and 
pedagogical knowledge is necessary for successful educational integration (Mishra & Koehler, 2006; 
Watson & Rockinson-Szapkiw, 2021). For example, teachers with a greater understanding of the ca-
pabilities of AI tools are more likely to use them to enhance learner motivation and engagement 
(Chiu et al., 2024). AI technology, in the same sense, can be effectively integrated into teaching when 
educators possess sufficient pedagogical knowledge to leverage AI-based tools, making a teacher’s 
knowledge of AI crucial for providing personalized learning experiences and timely feedback (Caval-
canti et al., 2021; Popenici & Kerr, 2017).   
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While researchers have studied AI’s potential benefits and risks, preservice teachers’ perspectives on 
its use in educational contexts are limited, highlighting the need to measure the preservice teachers’ 
awareness of AI and its pedagogical potential. Additionally, understanding how preservice teachers 
use generative AI can provide insights into the development of self-regulatory skills, which are essen-
tial for success in today’s learning environments that emphasize self-driven and autonomous learning. 
Moreover, teachers’ perspectives towards educational technology that utilizes AI have a potential im-
pact on the learning outcomes of their future students. It is essential to know more about preservice 
teachers’ acceptance of AI (Sanusi et al., 2024; Zhang et al., 2023). Thus, this paper seeks to fill the 
gap in understanding preservice teachers’ perceptions and use of generative AI and its potential asso-
ciation with self-regulatory skills by investigating the following research questions:  

(1) How do preservice teachers use Gen AI? 

(2) How is the use of Gen AI associated with the user’s self-regulatory skills? 

(3) How do preservice teachers perceive the use of Gen AI in teaching and learning? 

(4) What are the ethical concerns with the use of Gen AI in education from a preservice teacher 
perspective? 

Specifically, Research Questions 1 and 2 explore how generative AI use is associated with learners’ 
resource management and self-efficacy, core constructs from Zimmerman’s model (Zimmerman, 
2002). Then, Research Questions 3 and 4 further explore the topic through a qualitative lens. To ad-
dress both perspectives, this study employs a convergent parallel mixed methods to explore AI use 
and self-regulation.   

METHODOLOGY 
In the convergent design, quantitative and qualitative data are collected simultaneously, analyzed, 
separated, and integrated during interpretation (Creswell & Clark, 2017) (see Figure 1). Fetters and 
Molina-Azorin (2017) further identified the design as an appropriate mixed-method approach for 
examining the validity of quantitative measures. In this study, we collected quantitative and 
qualitative data through an online survey that captured both the frequency and perception of AI use 
among preservice teachers. This concurrent data collection procedure was time efficient and enabled 
the interpretive analysis of each dataset to inform the other (Fetters & Molina-Azorin, 2017). We 
used descriptive statistics, correlation, and thematic analysis to interpret the data in the analysis phase. 
Integrating these two approaches was intended to provide a more thorough understanding of the 
topic and uncover teachers’ perceptions and attitudes toward Gen AI. 

We addressed Research Question 1 with quantitative data, including the frequency of different uses 
and purposes of ChatGPT and user experience with different types of generative AI, including text-
based AI, image generative AI, and embedded AI. An artificial intelligence tool that is integrated di-
rectly into a commonly used application without requiring users to separately engage specialized soft-
ware is interpreted as embedded AI in this study. Specific examples of each tool category, such as 
OpenAI’s ChatGPT (text), Midjourney (image), and Google Docs Help Me Write (embedded), were 
given in the question. 

Next, Research Question 2 was addressed by looking at the correlation coefficient between the self-
regulatory skills, specifically resource management and self-efficacy, of participants and different uses 
of generative AI. We address Research Questions 3 and 4 primarily through qualitative analysis of 
open-ended questions. 
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Figure 1. Convergent design 

DATA COLLECTION 
The data for this study were part of a larger study that included an online survey measuring a variety 
of self-regulation variables. The survey was sent via Qualtrics to undergraduate and graduate students 
in a teacher education program between October 2023 and February 2024. This study particularly 
adopted AI-related data related to the self-regulated learning measure from MSLQ. 

INSTRUMENTS 
The survey was divided into four main sections to align with research purposes. The first part em-
ployed the Motivated Strategies for Learning Questionnaire (MSLQ) to measure participants’ self-
regulated learning skills. Specifically, it included the Motivation Scale, which focused on self-efficacy 
for learning and performance, and the Learning Strategy Scale, which assessed resource management 
(Pintrich et al., 1991). Then, the second part of the survey captured the amount of GenAI use (1 = 
not at all, 5 = constantly) and frequency (1 = once a month or less, 7 = more than ten times a day) of 
GenAI use. The third section explored AI-related ethical concerns and perceptions using open-ended 
questions designed to capture preservice teachers’ perceptions of AI and any potential ethical consid-
erations. The last part of the survey included demographic information, such as the participant’s year 
in school.   

DATA ANALYSIS 
We performed descriptive analysis focusing on frequencies for quantitative analyses. We identified 
different AI uses from descriptive measures alongside demographic data like enrollment status. We 
conducted a correlation analysis between participants’ MSLQ scores and generative AI uses. We ran 
Cronbach alpha tests for reliability and used a convergent design for validity (Fetters & Molina-
Azorin, 2017). 

We uploaded data to ATLAS.ti for qualitative analysis and conducted content analysis (Lincoln & 
Guba, 1985) in two stages. First, each researcher identified the main ideas from open-ended re-
sponses and created title statements through open coding. We then grouped similar titles into catego-
ries. Themes emerged directly from data without preconceptions. We discussed the themes to de-
velop similarities and divergences and then refined them to align with research objectives (Shkedi, 
2004). 

FINDINGS 
QUANTITATIVE 
According to our descriptive statistics (Table 1), text-based AI was the most commonly used type, 
with 48% of participants having experience with it. Fewer participants had used embedded AI (33%) 
and graphic AI (8%). Participants used embedded AI approximately once per week (mean = 2.08). 
Our sample included 54 undergraduate students (74%), 13 graduate students (17.8%), and 6 partici-
pants with unreported enrollment status. For ethical concerns, 40 (55.6%) out of 73 responses rec-
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orded yes, 32 no, and one missing response. Of those who said yes (40 responses) to the ethical ques-
tion, 25 were undergraduate students. More than half of the undergraduate participants responded 
‘no’ or ‘maybe’ when asked about ethical concerns. Table 1 shows the participants’ demographic 
breakdown for the ethical concern question. 

Table 1. Descriptive statistics of graduate 
and undergraduate responses to ethical concerns 

 N % (out of n=73) 
Undergraduate 54 74 
Yes 25 34 
No and maybe 28 40 
Graduate and missing 19 26 
Yes 15 21 
No and maybe 4 5 

Regarding the frequency of different types of AI, some key findings included that nearly half of the 
participants had experience with text-based AI, such as ChatGPT, but relatively little experience with 
graphic and embedded AI. However, as opposed to its low experience rate, embedded AI had the 
most frequent usage among the three. Based on Table 2, the mean usage of embedded AI on a Likert 
scale is 2.08, which is equivalent to “once a week.” 

Table 2. Descriptive statistics of experience with different types of AI 

 TextAI GraphicAI EmbeddedAI 
N 73 (100%) 73 (100%) 73 (100%) 
     Yes 35 (48%) 6 (8%) 24 (33%) 
     No 34 (47%) 61 (84%) 46 (63%) 
     Unsure 4 (5%) 6 (8%) 3 (4%) 
Mean frequency 1.71 1.17 2.08 
Std. dev. 1.1 0.408 1.02 

Additionally, the frequency of different uses of generative AI data included editing papers, searching 
for new ideas, and deepening understanding of course material, which are the top three most fre-
quently used purposes. Table 3 depicts the different usage from the highest mean to the lowest, and 
the study found that none of the different uses had a mean above 2, indicating low frequency in the 
use of generative AI in general. 

Table 3. The frequency of different types of Gen AI use 

 Mean Std dev N 
Editing papers 1.93 0.97 73 
Searching for new ideas 1.82 1.18 73 
Deepening understanding of course concept 1.75 1.14 73 
Searching for Information 1.74 0.99 72 
Translation 1.73 1.28 73 
Writing papers 1.71 1.12 73 
Drafting papers 1.58 1.18 73 
Preparing presentations 1.56 0.94 73 
Solving assignment problems 1.52 0.87 73 
Examining the tool 1.47 0.85 73 
Writing lessons 1.3 0.68 73 
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For the correlation analysis, we compared the 11 different uses of generative AI with the MSLQ 
mean scores for resource management and self-efficacy. Cronbach’s alpha indicated good reliability 
for both resource management (α = 0.76) and self-efficacy (α = 0.93) (Pintrich et al., 1991). Based on 
the correlation data, searching for information using generative AI was found to be moderately cor-
related with resource management skills and also found to be statistically significant (p < .01). How-
ever, except for searching for information, the other categories did not yield statistical significance. 
Our analysis showed weak positive correlations between translation use and both self-efficacy (0.20) 
and resource management (0.23). Solving assignment problems was the only use case that showed a 
negative correlation with self-efficacy (-0.17), though the correlation was weak. Table 4 depicts the 
correlation coefficients of all categories. 

Table 4. Correlation coefficient between different uses of Gen AI & MSLQ 

 Resource 
management 

Self- 
efficacy 

Editing papers 0.32** 0.16 
Searching for new ideas -0.03 0.08 
Deepen understanding of the course concept -0.08 0.006 
Searching for information 0.06 -0.17 
Translation 0.13 0.05 
Writing papers 0.12 0.07 
Drafting papers 0.03 0.10 
Preparing presentations -0.02 0.10 
Solving assignment problems 0.20 0.23 
Examining the tool 0.004 0.04 
Writing lessons 0.19 -0.06 

QUALITATIVE 
A qualitative thematic analysis of student statements on AI tools revealed three primary themes: (1) 
perceived benefits of AI tools in teaching and learning, (2) AI-powered writing assistance, and (3) 
ethical considerations and uncertainties. A detailed analysis of these themes, presented in descending 
order of frequency, follows.  
Perceived benefits of AI tools in teaching and learning (32 statements)  
The students recognized the potential of AI tools to enhance teaching and learning experiences. They 
emphasized the potential of GenAI to foster engagement, creativity, and problem-solving skills, as 
well as to enhance technology integration in pedagogical practices. The following quotes illustrate 
how students perceive GenAI tools as valuable assets in the classroom, envisioning their potential to 
enhance learning: 

• AI should be used to strengthen our ideas and help us get creative with new ones. 
• AI applications can have an impact on the teaching and learning process since they can be an 

always-available resource that can try to translate concepts and ideas into words that some-
one might understand better than a teacher could.  

• Students will be required to understand problem-solving. Having to reboot applications and 
figure out how to get things to work. 

• I have used Chat GPT to help understand how concepts may be practiced/taught through 
different methods and theories in Educational Psychology.  

AI-powered writing assistance (20 statements)  
Students valued using AI tools for academic writing. They reported using AI tools for assignment as-
sistance, spelling and grammar improvement, sentence structure enhancement, and overall writing 
skills development. Here are some examples: 
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• AI, such as ChatGPT, can be used in the early stages of planning. You can use it to come up 
with a list of starting ideas. You can use it to experiment with ideas and formats. You can 
also use it to help generate examples to help with writing blocks. 

• I’ve used ChatGPT to create model examples for my students to read in class, like when I 
needed a narrative and had it generate one for me. 

• Personally, I would use it to help my students with their punctuation and grammar. 
Students suggest utilizing AI tools to brainstorm initial ideas, experiment with different formats, gen-
erate examples to overcome writer’s block, and even create model texts for students to analyze. Addi-
tionally, three statements relate to envisioning using AI to assist with grammar and punctuation. On 
the other hand, one statement relates to the student’s belief that AI has positive and negative educa-
tional potential. While hopeful about its positive impact, this student acknowledges the possibility of 
improper use, such as students relying on AI to write their papers instead of doing the work them-
selves. 

• That is why I believe there are both positive and negative effects of AI, but I’m hopeful that 
it will be utilized more beneficially than detrimentally in the realm of education. However, 
knowing students, it may be used inappropriately, like writing their papers for them, and to 
save time. 

Ethical considerations and uncertainties (15 statements)  
Students raised concerns about the ethical implications of GenAI tools in academia. These concerns 
were centered in four subcategories: academic dishonesty, responsible AI proficiency, information 
integrity, and assistive potential. 
Academic dishonesty concerns (7 statements)  
A primary ethical issue identified by students was the potential for AI to facilitate academic dishon-
esty and plagiarism. Students expressed that using AI to generate entire papers without significant 
personal input constitutes an ethical violation and devalues the educational process. 

• I think there is an ethics issue with AI when it is being used to simply write a paper straight 
up with minimal authorial input beyond minor edits. 

• I think it is unethical to use ChatGPT to write entire essays, as it is academically dishonest as 
well as plagiarism of the work in the AI’s database. 

• It could be plagiarism if AI is used improperly. If students use AI to solve all the questions, 
it should be considered academic dishonesty and thus invalidate the purpose of education. 

Responsible AI proficiency (5 statements) 
Participants emphasized the importance of developing skills for appropriate and ethical AI usage. 
There was concern that over-relying on AI, for example, for academic assignments, could prevent 
genuine self-learning and understanding. They also saw an opportunity for students to contribute to 
improving AI’s ethical framework. 

• I think certain uses of ChatGPT are unethical because if it is used to do all the work, then 
people are not learning or understanding the reason for the work. 

• The main skill will be understanding appropriate AI usage. Without this, AI won’t benefit 
students. 

• A new requirement will be understanding how to utilize artificial intelligence ethically and 
avoid plagiarism. 

• I believe it is important for students to be more ethical with the use of AI. Mastering this 
skill will enable students to use AI responsibly and ethically. Furthermore, these students 
could contribute to enhancing AI’s accuracy and ethical considerations. 

Information integrity (2 statements)  
Concerns were also voiced regarding the accuracy and trustworthiness of information generated or 
sourced by AI, highlighting the need for vigilance in scientific and academic contexts. 



Ko, Hartley, & Hayak 

9 

• AI can be unethical if it is used in scientific research, and the paper is published with inaccu-
rate information. 

• An app that would improve my success as a student would be something that weeds out arti-
cles that are irrelevant or that don’t provide trustworthy information. 

Assistive potential (1 statement)  
Despite prevalent concerns, one student also recognized that AI could be used ethically, particularly 
as an accessible and assistive tool. 

• I think AI can be ethical, because it can help learners and people who have a disability that 
doesn’t allow them to write or type like someone else, and AI can assist in that. 

Overall, while students see potential in GenAI, their responses emphasize the need for establishing 
clear ethical guidelines and fostering responsible usage in academic environments. 

DISCUSSION 
HOW DO PRESERVICE TEACHERS USE GEN AI 
Student engagement is one of the primary benefits perceived by the preservice teacher. Past studies 
have shown that using AI-based chatbots in educational activities increases student motivation, en-
gagement, and learning outcomes (Deng & Yu, 2023). Additionally, preservice teachers recognized 
Gen AI tools for their writing capabilities and the writing assistance provided. In support of this 
finding, the frequency of different uses of Gen AI indicated editing papers as the most frequently 
used feature. In contrast to the findings of perceived benefits, our study also found that while pre-
service teachers increasingly use AI tools like ChatGPT, their experience with embedded and graphic 
AI remains very limited. Even with widely used text-based AI like ChatGPT, nearly half of the pre-
service teachers reported no experience with it, far fewer than expected. One possible explanation 
could be the perception of the chatbot as nonhuman and reluctant to interact with it accordingly 
(Araujo, 2018). A future study may include investigating the underlying reasons for underutilization 
revealed in this study. Past studies consistently reported that preservice teachers significantly un-
derutilize technology in delivering their lessons (Dawson, 2008; Liu, 2012), which this study confirms 
with relatively low usage of generative AI. While embedded AI is not as widely adopted as text AI, its 
highest mean in usage frequency indicated that it holds potential relevance and utility for those who 
integrate it into their academic routine. Considering the increase in the variety and utility of embed-
ded AI, there could be a future study delving deeper into its use and integration into teaching and 
learning. 

The results collectively suggested low awareness of GenAI use and preservice teachers’ general lack 
of knowledge regarding technology use. There have been consistent studies highlighting the limited 
technology knowledge of educators, apprehensive attitudes toward its use, and low self-efficacy in 
using ICT (Angeli & Valanides, 2009; Esfijani & Zamani, 2020). Technological disparities, particu-
larly across different age groups, may affect familiarity with newer technologies like generative AI. A 
number of factors have been identified in past studies to affect the use of technology, varying based 
on task type, social context, and individual or group work (Sweeney, 2024). In addition to the current 
literature, findings from this paper supplement the need for more technology training in teacher edu-
cation programs that can increase teacher knowledge related to the use of technology 

ETHICAL CONCERN AND FUTURE FORECAST 
Qualitative findings identified ethical concerns as a prominent theme that consistently emerged from 
the data. Students expressed concerns about the ethical implications of using AI tools to generate 
complete papers without significant student input. They emphasized the importance of understand-
ing how to use AI appropriately to avoid plagiarism and ensure ethical use. Additionally, students 
suggested that being proficient in AI could allow them to contribute to improving its accuracy and 
ethical considerations. Sølvberg (2003) found that as students gained more knowledge, their beliefs 
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about their ability to use technology effectively grew stronger and were more likely to persist in using 
technology. In terms of generative AI use, this could suggest that as preservice teachers become 
more knowledgeable about generative AI, they are more confident about their ability to use it and 
more likely to integrate it into their teaching. These findings highlight the need for educators and in-
stitutions to address ethical concerns and guide students on the appropriate and responsible use of 
AI tools in academic settings. Descriptive data support this finding, as more than half of the partici-
pants acknowledged ethical concerns. Findings in this study suggested that successfully integrating AI 
in a pedagogical context requires addressing academic integrity and accountability issues appropri-
ately, and this concern may explain why preservice teachers are hesitant to use AI actively, as there is 
currently no established framework for its appropriate use and guidelines to follow. Looking ahead, 
proactively navigating these ethical considerations is paramount, not only to mitigate potential misuse 
but also to harness AI as a transformative tool that empowers future teachers. This requires ongoing, 
adaptive development of ethical frameworks that uphold academic honesty, ensure data privacy, and 
critically address overreliance, thereby aligning pedagogical innovation with responsible self-regulated 
use of AI. 

POSSIBLE CONTRIBUTION TO SELF-REGULATORY LEARNING SKILLS 
One of the research questions of this study was to identify potential relationships between the use of 
generative AI and the development of self-regulatory skills in users. Given that key aspects of self-
regulated learning can be complemented with capabilities of generative AI, such as personalized 
learning and assistance with self-driven learning (Kasneci et al., 2023), particularly in the areas of re-
source management and self-efficacy, this study examined those connections through correlation 
analysis. 

The results revealed a significant positive correlation between the use of generative AI for searching 
for information and resource management (r = 0.32, p < 0.01), suggesting that using AI tools to find 
information can help users better manage their time, effort, and learning environments. This finding 
aligns with the idea that AI can support self-regulated learning by providing timely access to relevant 
information, allowing learners to plan and organize their studies more efficiently. As a quick refer-
ence and guide, a generative AI can allow users to structure their learning more strategically. On the 
other hand, we did not identify any significant correlations between AI usage and self-efficacy. Even 
though there was a modest positive correlation between using AI for translation (r = 0.23) and self-
efficacy, it was not statistically significant. This suggests that while generative AI tools might support 
learners in managing their resources, their impact on users’ belief in their capabilities and self-efficacy 
remains unclear. The current AI use among preservice teachers may still be task-oriented rather than 
skill-building, meaning that users may rely on AI to complete specific tasks without developing a 
deeper sense of mastery or control over the learning process. Another possible interpretation is that 
the limited connection between AI use and self-efficacy may reflect the incomplete integration of AI 
in an educational context or the lack of clear guidelines for using AI as a skill-building tool. Preserv-
ice teachers may benefit from structured guidance on using AI as a functional and simple task-per-
forming tool and as a resourceful tool to build confidence in their problem-solving abilities and aca-
demic competencies. 

LIMITATION   
This study has several limitations as well. First, the sample size was relatively small and localized, 
which may restrict the generalizability of the findings and reduce the power to detect subtle differ-
ences or correlations. A larger sample size would allow more findings from quantitative analysis, in-
cluding correlation and descriptive data, which this study includes. Second, the composition of the 
sample, with a predominance of undergraduates compared to graduates, might introduce bias. The 
reliance on self-reported data could also increase biases from social desirability and recall inaccuracy. 
Third, the study lacked validated instruments to measure perceptions and behavioral use of genera-
tive AI. As generative AI is a relatively new issue, no validated measurement exists. A future study 
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may supplement this gap by developing a validated measure that can ensure the reliability and validity 
of the data instrument. Given the rapid evolution of generative AI tools, future studies should con-
sider longitudinal designs to account for changes in technological capabilities, user perceptions, and 
integration strategies that evolve in generative AI tools. Finally, the selected sample of undergraduate 
and graduate preservice teachers at a single institution may limit the generalizability of the results to a 
broader population. Although this study specifically looked into the use of generative AI through the 
lens of preservice teachers, there is a limitation in that the findings from this study only apply to pre-
service teachers in the educational setting rather than broader and more general audiences. 

CONCLUSION 
Consistent with past studies, our study can identify that preservice teachers recognize the potential of 
generative AI to enhance engagement, showing a generally positive attitude toward its integration. 
This positive outlook is promising as it suggests that preservice teachers are more likely to be recep-
tive to adopting new technology in the classroom, a crucial factor for successful technology integra-
tion. However, the mixed methods approach of this study also reveals a significant need for ex-
panded knowledge about the effective use of generative AI. Currently, preservice teachers appear to 
use these tools only at a surface level, indicating that deeper understanding and training are essential 
to unlocking AI’s full educational potential. This suggests the importance of developing clear guide-
lines for AI’s appropriate and ethical use in educational contexts. Establishing such guidelines can 
help preservice teachers apply generative AI responsibly by addressing concerns related to plagiarism 
and privacy. Teacher education programs can use these findings to prepare future teachers to inte-
grate AI responsibly by developing their knowledge and ethical decision-making frameworks.  
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